
International Journal of Human–Computer Interaction

ISSN: (Print) (Online) Journal homepage: www.tandfonline.com/journals/hihc20

AVICol: Adaptive Visual Instruction for Remote
Collaboration Using Mixed Reality

Lili Wang, Xiangyu Li, Jian Wu, Dong Zhou, Im Sio Kei & Voicu Popescu

To cite this article: Lili Wang, Xiangyu Li, Jian Wu, Dong Zhou, Im Sio Kei & Voicu Popescu
(2025) AVICol: Adaptive Visual Instruction for Remote Collaboration Using Mixed
Reality, International Journal of Human–Computer Interaction, 41:2, 1260-1279, DOI:
10.1080/10447318.2024.2313920

To link to this article:  https://doi.org/10.1080/10447318.2024.2313920

Published online: 18 Feb 2024.

Submit your article to this journal 

Article views: 306

View related articles 

View Crossmark data

Citing articles: 1 View citing articles 

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=hihc20

https://www.tandfonline.com/journals/hihc20?src=pdf
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/10447318.2024.2313920
https://doi.org/10.1080/10447318.2024.2313920
https://www.tandfonline.com/action/authorSubmission?journalCode=hihc20&show=instructions&src=pdf
https://www.tandfonline.com/action/authorSubmission?journalCode=hihc20&show=instructions&src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/10447318.2024.2313920?src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/10447318.2024.2313920?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.1080/10447318.2024.2313920&domain=pdf&date_stamp=18%20Feb%202024
http://crossmark.crossref.org/dialog/?doi=10.1080/10447318.2024.2313920&domain=pdf&date_stamp=18%20Feb%202024
https://www.tandfonline.com/doi/citedby/10.1080/10447318.2024.2313920?src=pdf
https://www.tandfonline.com/doi/citedby/10.1080/10447318.2024.2313920?src=pdf
https://www.tandfonline.com/action/journalInformation?journalCode=hihc20
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ABSTRACT
This article describes a mixed reality visual instruction approach for remote collaboration between
a trainee and an expert. The expert authors the visual instructions through a virtual reality inter-
face. The instructions are shown to the trainee overlaid onto the workspace using an augmented
reality interface. The approach achieves effectiveness and efficiency by addressing three chal-
lenges. First, the expert-authored visual instructions are shown to the trainee by taking into
account occlusions with the 3D workspace; Second, in addition to abstract visual instructions
implemented by arrows, the expert can also author highly suggestive instructions by depicting
the target state of the workspace realistically by selecting, copying, pasting, and repositioning
workspace objects; Third, multiple instructions can be concatenated in sequences that the trainee
executes on their own, without any additional guidance from the expert; The approach has been
evaluated in a controlled user study with three experiments. The experiment verification confirms
that compared to the conventional instruction, this approach achieves significantly lower error
rates, shorter task completion times, and lower rotation angular errors. Moreover, the approach
allows the trainee to execute the entire sequence robustly, without real-time instruction from the
expert.
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1. Introduction

Mixed reality (MR) enables effective collaboration over great
geographic distances by linking the worlds of the collaborat-
ing parties. Remote collaboration implies that physically iso-
lated collaborators work together to integrate their activities
in a seamless way to achieve a common goal (Marques,
Teixeira, et al., 2022). MR remote collaboration is becoming
commonplace and entering various physical scenarios (Ens
et al., 2019; Fidalgo et al., 2023), including manufacturing
(Wang et al., 2020), telemedicine, and teleducation (Wang
et al., 2021). In one type of remote collaboration, collabora-
tors play asymmetric roles (Sereno et al., 2020), a local
trainee has to manipulate physical objects in their workspace
under the guidance of a remote expert. A powerful way of
providing guidance to the trainee is through graphical anno-
tations of the workspace (Marques et al., 2021), which can
be more effective and more efficient than verbal instructions
(Fussell et al., 2003). The trainee’s workspace is captured
using multi-viewpoint depth and color cameras that acquire
the appearance and geometry of the workspace in real time.
The acquired color and depth data is then sent to the
remote site where the expert can visualize it immersively
with a virtual reality headset. However, for such a mixed
reality remote collaboration approach to reach its potential
several challenges have to be overcome.

One challenge is brought by occlusions in the 3D work-
space, which complicate the visualization of the graphical
annotations. The trainee and the expert see the workspace
from different viewpoints, so what one sees might not be
visible to the other. For example, the trainee might not see
an arrow drawn by the expert to indicate the translation of
an object, and solving this problem by asking the trainee to
adjust their viewpoint can be difficult and time-consuming.

A second challenge is to allow the expert to author visual
instructions that convey specific desired workspace configu-
rations with high accuracy. Whereas visual instructions can
be conveyed through abstract graphical annotations, such as
an arrow that indicates which object has to be moved where,
richer visual instructions are needed to convey, for example,
an object’s exact desired pose.

A third challenge is achieving good communication effi-
ciency between the trainee and the expert. When the elo-
quence of the visual instruction is low, the trainee and
expert have to communicate one small step at a time, which
leads to long task completion times and also to learning
delays, as the trainee has to focus on the communication
and cannot focus on learning the task; efficient remote col-
laboration requires concatenating long sequences of visual
instructions that can be communicated to and executed by
the trainee in a single batch.
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In this article, we describe AVICol, a mixed reality
approach for the effective and efficient authoring and execu-
tion of object manipulation instructions in a trainee-expert
remote collaboration scenario to address the three challenges
enumerated above. The AVICol approach:

� adapts the rendering of the visual instructions automatic-
ally and in real time to avoid the occlusion challenges
posed by a 3D workspace seen from different viewpoints
by the expert and trainee;

� allows the expert to author visual instructions that are
either abstract or realistic, as needed for conveying sim-
ple instructions efficiently, or for conveying complex
instructions effectively, by describing in great detail the
workspace state to be achieved;

� adapts instructions to the current state of the workspace
in support of an asynchronous authoring/execution loop
of multi-step instruction sequences.

We have evaluated our approach in a controlled user
study (N¼ 24) with three experiments, where participants
served as experts and trainees. In the first experiment, par-
ticipants were asked to translate objects collaboratively,
where our method achieved significantly lower error rates
and shorter task completion times compared to conventional
visual instructions that do not take into account occlusions.
In the second experiment, participants were asked to rotate
objects collaboratively, where our method achieved signifi-
cantly shorter instruction authoring times, shorter instruc-
tion execution times, and lower rotation angular errors,
compared to verbal instructions and compared to conven-
tional visual instructions based on coordinate system axes
visualization. In the third experiment, participants serving as
experts were asked to author a sequence of 10 object transla-
tions and rotations, and then, participants serving as trainees
were asked to execute all 10 instructions in the sequence
without any additional help from the expert; both the
instruction authoring and execution times were significantly
shorter compared to the time needed when the expert auth-
ored and communicated instructions to the trainee one step
at the time.

The article is organized as follows: we review the related
work in Section 2; Section 3 describes our AVICol approach.
In Section 4, we present the user study design and discuss
the results. Finally, we draw conclusions and discuss the
future work in Section 5.

2. Related work

In addition to the brief overview of prior work below, we
also refer the reader to recent comprehensive surveys of
prior work approaches for visual instruction using virtual
(VR), mixed, and augmented reality (AR) (de Belen et al.,
2019; Druta et al., 2021; Sch€afer et al., 2021). We first dis-
cuss prior approaches for co-located (Section 2.1) and for
remote (Section 2.2) collaboration between two or more
users; we then discuss related approaches for single-user
interaction guidance (Section 2.4), with an emphasis on

methods that circumvent occluders with the help of curved
selection lines, which are closely related to our work
(Section 2.5).

2.1. Co-located collaboration

Prior work has investigated collaboration efficiency gains
afforded by AR annotations. Several collaboration scenarios
have been investigated. In one scenario, the collaborators
work together toward completing a task, where one of the
goals is to allow the collaborators to cross-reference the
workspace effectively. One study has shown that synchroniz-
ing the visual attention of collaborators can be done with
salient virtual objects, e.g., a potted plant, inserted in the
workspace for common reference (M€uller et al., 2016). The
virtual landmarks reduced the number of deictic gestures
used by the collaborators in favor of less ambiguous verbal
references. Another study reveals that collaborators can find
a common reference more easily with visual cues, such as
lines or animated cursors pointing at the object of common
interest (Chen et al., 2021). The results of the study showed
a contradiction between task performance, which was higher
for pointing lines, and user preference, which was higher for
animated cursors. A taxonomy of spatial communication
partitions cues according to two dimensions: the cue’s
attachment, i.e., physical (AR) or virtual (VR), and the cue’s
animation, i.e., local or world trajectory (Irlitti et al., 2019).

2.2. Remote collaboration

In a second collaboration scenario, which is also the scenario
investigated by our work, one of the collaborators is a local
trainee who has to perform tasks under the guidance of a
remote expert. In this scenario the collaboration system has
the additional tasks of conveying the workspace to the
remote expert, and of allowing the expert to author annota-
tions. There are five essential factors for remote collabor-
ation: task, local user, remote user, communication, and tool/
interface (Kim, Billinghurst, et al., 2020). Most researches
either explicitly or implicitly center on these five essential
factors. One study captures the workspace either with a still
image or with a video feed that is uploaded to the mentor
site (Kim et al., 2013). Then the mentor annotates the work-
space with a telestrator paradigm to point to or to sketch on
the workspace. The study found greater collaboration effi-
ciency when the workspace was captured with a video as
opposed to with still images, especially when quick feedback
is needed. Furthermore, the study found that sketched anno-
tations were more useful than simple pointing cues. Another
study focused on textual annotations of videos which helped
the collaborators use converging language, making verbal
communication more efficient (Chang et al., 2017).

Researchers have also investigated upgrading the acquisi-
tion of the workspace from 2D videos to 3D geometry. One
study resorts to a passive acquisition of the workspace
geometry. The ambiguity of 2D annotations is resolved by
having the expert draw the annotations from two viewpoints
and by triangulating the 2D annotations into 3D space
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(Nuernberger et al., 2016). As depth cameras evolved,
researchers have begun relying on active workspace acquisi-
tion (Gauglitz et al., 2014). Hand-drawn 2D visual cues are
unprojected to 3D space by leveraging the workspace geom-
etry, or by relying on simplifying planar proxy assumptions,
which allows the trainee to change viewpoint freely
(Gauglitz et al., 2014). Due to limited depth acquisition
accuracy, users preferred the anchoring of annotations using
the planar proxy assumption.

Another challenge is to convey a stable visualization of
the workspace to the expert and a stable visualization of the
annotations to the trainee. The first problem is particularly
acute when the workspace is acquired by the trainee with a
head-mounted camera, which brings the system compactness
prerequisite for deployment in austere environments, but
also brings frequent and substantial view direction changes
as the trainee moves their head, which distracts the mentor
(Lin et al., 2020). We acquire the workspace with an array of
depth and color cameras mounted on a tripod, which pro-
vides good stability of the workspace visualization at the
expert. The second problem, i.e., that of stabilizing the anno-
tations in the trainee’s view, requires either asking the trainee
to assume a viewpoint substantially similar to that of the
acquisition viewpoint or alternatively, anchoring the annota-
tions to the 3D workspace. One example of prior work that
took the latter approach relied on pre-modeling the work-
space and on fiducials to maintain projector/workspace align-
ment (Adcock & Gunn, 2015).

Another aspect of facilitating collaboration is whether and
how much of the remote collaborator is visible to the local
collaborator. This recent review summarizes the visual com-
munication cues being used, categorizing the communication
cues into explicit and implicit ones. Explicit cues are catego-
rized into pointer/sketches and annotations/hand gesture/
object models. Implicit cues, such as eye gaze, avatar could
help improve collaborative experience, such as co-presence,
situation awareness (Huang et al., 2022). One option is to
only convey gaze (Higuch et al., 2016; Piumsomboon et al.,
2019). For example, letting the trainee see where the men-
tor’s gaze is fixated during real time collaboration provides
an efficient pointer, but also has to be supplemented with
hand gestures to convey more complex instructions, such as
those needed for rotation manipulations (Higuch et al.,
2016). Researchers have also investigated bidirectional gaze
sharing where both the expert and the trainee see each
other’s gaze (Jing et al., 2021, 2022; Lee et al., 2017), which
helped, for example, in puzzle solving (Lee et al., 2017). A
second option is to convey mentor hand gestures to the
trainee, which have been shown to help in the context of
object selection (Kim, Jing, et al., 2020). Other studies have
explored the effects of sharing either gaze or gesture cues
alone, or their combination, on remote collaboration effect-
iveness (Bai et al., 2020). A third option is to show remote
collaborators through avatars (Piumsomboon et al., 2018;
Yoon et al., 2019; Yu et al., 2021). For example, realistic ava-
tars have been preferred to cartoon-like avatars in terms of
social presence scores (Yoon et al., 2019). A recent work
explored how the counterpart representation affects social

presence. The author compared two distinct conditions: trad-
itional video chat (collaborators always visible) and AR
annotations (collaborators never available) and found that
the majority of participants preferred the AR-based condi-
tion, despite the absence of team members representation,
which led to slightly lower sense of social presence, but sig-
nificantly higher results for the remaining dimensions of col-
laboration, as well as faster task resolution (Marques et al.,
2023).

Researchers have investigated hybrid approaches based
on several types of cues, such as gestures, virtual ray point-
ing, and drawing (Kim, Lee, et al., 2020; Teo et al., 2018,
2019), to find that specific combinations of cues are benefi-
cial for specific tasks in terms of reducing task load and
improving the social quality of the collaboration. Some
researchers find that compared with AR annotation, using
gestures and head pointing significantly improved the col-
laborative experience and remote interaction (Wang et al.,
2019; Zhang et al., 2022).

Virtual replicas of physical objects have been used in
remote collaboration. Physical objects corresponding to vir-
tual objects are usually separated from other objects when
the workspace is captured. One study divided the local
workspace into background and foreground objects to sup-
port real-time updates. Background objects were scanned
and 3D reconstructed and remained stationary. Foreground
objects(virtual replicas) can be relocated in the workspace
during the collaboration using object tracking (Chang et al.,
2023). Another way is to model the foreground objects of
interest as a polygon mesh in advance and reconstruct the
surrounding background objects into a point cloud (Lee
et al., 2021; Tian et al., 2023). The combination of Virtual
replicas and other visual cues was also discussed. One study
investigated the combination of visual cues of gestures, ava-
tar, and virtual replicas and found the combination plays a
positive role in improving user experience (Wang et al.,
2023). Another study focused on the combination of virtual
replicas and gesture cues in the 3D video and another
method of using gesture cues in the 3D video. The study
found that using the former can significantly improve the
performance and user experience in industrial assembly
tasks. Virtual replicas were also used in a web-based
extended reality collaboration system to instruct the
manipulation of physical objects (Lee & Yoo, 2021).

In addition to visual cues, spatial auditory cues are
another aspect of facilitating collaborator. Researchers pre-
sented an MR remote collaboration system that shares both
spatial auditory and visual cues between collaborators and
found that compared to non-spatialized audio, the spatial-
ized remote expert’s voice and auditory beacons enabled
local workers to find small occluded objects with signifi-
cantly stronger spatial perception. The work also found that
integrating visual cues with the spatial auditory cues signifi-
cantly improved the local worker’s task performance, social
presence, and spatial perception of the environment (Yang
et al., 2020).

Different view types will also have different impacts on
remote collaboration. Researchers have investigated and
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compared two view types, dependent and independent
views. One work compared different visual cues across the
two view types, respectively (Kim et al., 2023). Another
work investigated how different collaboration styles and the
two view types affect remote collaboration. Two different
collaboration styles were compared, one is the scenario men-
tioned at the beginning of this section and the other is a
mutual collaboration where neither user has a solution but
both remote and local users share ideas and discuss ways to
solve the real-world task (Kim et al., 2018). The impact of
the remote user’s role has been further studied in a mixed
presence(MP) system. MP systems incorporate both face-
to-face and remote users. The research found that the role
of the coordinator significantly increased the remote user’s
engagement with increased usage of visual communication
cues (Norman et al., 2019).

Most research works, so far, have been devoted to explore
and evolve the necessary technology. However, it is impor-
tant to identify gaps that should inform further research.
One study adopted a user-centered approach with partners
from the industry sector to probe how AR could provide
solutions to support their collaborative efforts and identified
a set of requirements (Marques, Silva, et al., 2022).

2.3. Asynchronous collaboration

Asynchronous collaboration offers several unique advantages
over synchronous collaboration, such as work parallelism, and
flexible time coordination. Research on asynchronous collab-
oration is discussed in a related comprehensive survey of col-
laborative work (Pidel & Ackermann, 2020). Recording and
replaying is an important way to realize asynchronous collab-
oration. One research presented a multimodal asynchronous
VR collaboration system capable of capturing, recording, and
replaying multimodal messages, including speech, body ges-
tures, and manipulations on objects (Chow et al., 2019).
Another research linked recorded speech to visual objects to
provide an effective communication in asynchronous collabor-
ation (Kim et al., 2021). Museum exhibition is a broad appli-
cation of AR asynchronous collaboration. One research
developed a user interface that enables asynchronous exhibit
browsing for visitors participating at different times. Visitors
can access the exhibits and interactive information shared by
other visitors (Chen et al., 2021). Another interesting collabor-
ation scenario is multiple people building structures together,
synchronously or asynchronously, on-site or remote (Guo
et al., 2019). The challenges faced during the use of asyn-
chronous collaborative AR are also discussed (Irlitti et al.,
2016). The type of recording and replaying is also applied to
MR remote asynchronous collaboration. To instruct the
trainee, the expert can capture his actions and send the record
file to the trainee. And the trainee can see a ghost of expert
demonstrating the assembly steps (Mayer et al., 2022).

2.4. Interaction guidance

One of the first applications of AR was to help a user find
their way through a real world scene by providing visual

guidance. In one such early work, the AR system displays
the distance and direction to the target (Thomas et al.,
1998). In another example, the user is provided guidance by
overlaying semi-transparent paths onto the user’s view of
the real world (Narzt et al., 2006). Virtual roads are ren-
dered with semi-transparent colors, allowing users to select
the preferred path in the presence of obstacles. AR has also
been used to assist drone pilots by rendering important
points on the suggested flight path, as well as connections
between these waypoints (Zollmann et al., 2014). To
improve the eloquence of the guidance provided, occluded
target objects are revealed by rendering them semi-transpar-
ently, and the depth of midair waypoints is conveyed with
vertical lines that project them onto the ground. More
recently, machine learning has been used to determine when
the user is in need of navigation assistance and when not, to
avoid providing unnecessary guidance that can result in vis-
ual distraction (Seeliger et al., 2022).

Another application where researchers have explored pro-
viding guidance to the user through AR is that of searching
in cluttered environments. Early work has found that subtle
coercive mechanisms, such as target contrast manipulations
do provide assistance with search tasks, without increasing
visual clutter (Lu et al., 2012). A later study investigated tar-
get-based cues, such as increasing target salience through
color enhancements or blinking, and directional cues, such
as indicating the target with arrows and lines (Volmer et al.,
2018), and found that all cues had a positive impact on user
performance. Furthermore, directional cues lead to better
search performance than target-based cues for complex
search tasks. A more recent study (Seeliger et al., 2021)
compared multiple types of visual cues, e.g., arrows, boxes,
and wedges, along multiple dimensions, i.e., in-view vs. out-
of-view, static vs. dynamic, sequential vs. simultaneous. The
findings include that cues presented simultaneously shift the
user’s attention away from non-target objects more effect-
ively than cues presented sequentially, and that dynamic
cues helped users locate the target object more quickly than
static cues. A special case is that when the user has to search
for textual labels, where displaying the labels in a circular
pattern with varying circle thickness has proven to reduce
search times (Zhou et al., 2021).

Occlusions are not always a challenge that has to be over-
come, but they can also be a desired feature of AR systems,
to enable the correct depth sorting of elements of the real
world scene and of the graphical annotations that describe
them. One study proposed an AR authoring tool that pro-
vides accurate, fine grain visibility sorting by acquiring the
workspace with a real time depth camera (Gimeno et al.,
2013). Instead of depth acquisition, the workspace geometry
was also approximated with pre-modeled virtual replicas of
physical objects from the local environment (Elvezio et al.,
2017).

For some applications, the user’s view of the real world
scene is insufficient to receive assistance from the AR sys-
tem. An example is rock climbing instruction where the
user’s head is too close to the rock to have a comprehensive
view of their body and of the path to take, so the user is
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provided with a third-person view of themselves and of a
pre-recorded expert climber (Kosmalla et al., 2017).

AR techniques can also focus on visualizing the deviation
between the current and desired poses of the objects to be
manipulated, to help the user reduce this deviation. For
example, one approach is to visualize the deviation direction
and magnitude trough the position and number of spherical
particles (Jeanne et al., 2017), which was shown in a later
study (Jeanne et al., 2017) to improve manipulation trajec-
tory accuracy over conventional illustrations of the desired
movement to be used as reference. In another prior work,
researchers focused on the specific problem of posing a
handheld object in mid-air with six degrees of freedom
(Andersen & Popescu, 2020). The object is represented with
a hand-held controller tracked with six degrees of freedom.
The findings indicate that visual guidance placed close to
the hand-held object reduce alignment times and translation
errors, while interfaces that place the visual guidance far
away from the hand-held object magnify the visualization of
rotational errors for more accurate poses.

One prior method for providing guidance for object
manipulation relies on color-coded annotations, e.g., a yellow
line to guide the user to the next object to be selected, and a
red circle to indicate the end point of the translation (Liu
et al., 2022). The study tested concatenating several instruc-
tions and found that the best performance is achieved for
two instructions (i.e., “cue” and “precue”). In addition, the
study also found that rotation instructions are most useful
when split across the manipulated object and its destination.

2.5. Bending ray techniques

Selection in VR and AR is complicated by occlusions. When
the user has no line of sight to the selection target, one
approach is to rely on the user to translate their viewpoint to
establish the line of sight. However, this could be slow, unin-
tuitive, and, physically tiring. One approach for increasing
the user’s ability to select in the presence of occlusion relies
on a bent selection ray that can circumvent occluders. One
approach uses a flexible pointer to select an object visible to
the user, i.e., from the user’s viewpoint, but not visible from
the user’s hand from where the pointing line starts (Feiner,
2003). The Bent Pick Ray (Riege et al., 2006) is a method for
providing visual feedback in situations in which objects are
manipulated simultaneously by multiple users. When mul-
tiple users are manipulating the same object, the selection
rays are bent based on the object direction and the pick ray
direction. The visual feedback helps users understand the
collaborative manipulation, taking into account the different
user viewpoints. Another study used a flexible ray modeled
with a quadratic B�ezier curve that starts out as a straight line
and then bends to snap to the closest selection candidate
object, facilitating selection (Steinicke et al., 2006).

Researchers have also combined the curved ray technique
with other selection techniques. One approach enhances the
ray with a bubble and allows the user to select candidate
objects intersecting with the bubble (Lu et al., 2020).
Disambiguation between selection candidates is done by

bending the ray, and empirical evaluation shows performance
and preference advantages over the conventional ray casting
selection paradigm.

Instead of bending the selection ray, researchers have also
examined overcoming occlusions by bending the camera rays
used to create the visualization presented to the user. One
prior work facilitates occlusions through a two-viewpoint
multiperspective visualization that chooses a secondary view-
point to optimize the image footprint of selection candidates.
The larger footprints allow for easier selection by increasing
the solid angle of possible selection rays (Wang et al., 2021).
In another prior work, a multiperspective visualization was
designed to alleviate the viewpoint disparity between an
instructor and a trainee, such that the trainee can adopt the
instructor’s view of the workspace, while still seeing the
instructor’s avatar at the correct location (Wang et al., 2020).
The result is that the trainee can see any part of the work-
space to which the instructor is pointing, as long as the
instructor sees it while being able to naturally turn to the
instructor for effective non-verbal communication.

We leverage the higher accuracy of current depth cameras
to use both the dominant plane of the workspace and the
detailed geometry of the workspace objects. We achieve the
alignment of the physical and virtual workspace by pre-setting
the initial pose of the trainee (AR HMD), that is, the relative
pose of the AR HMD and the physical workspace, and apply-
ing the relative pose to the virtual camera and virtual work-
space in advance. The alignment of two spaces was accurate
to around 5–10 cm each time, and through manual fine-tun-
ing, the accuracy can reach around 1-2cm. Our system
acquires not only the workspace but also the trainee, whom
the expert can see during live collaboration. However, our
system is designed to allow for asynchronous collaboration,
and our goal is to allow for annotations that are sufficient to
convey instructions clearly, without a live expert.

Our work focuses on a different application, that of object
manipulation, but the visual eloquence and occlusion avoid-
ance concerns noted and addressed in the context of naviga-
tion are of concern in our context as well, as they are
fundamental to the problem of providing visual guidance
through AR. In our context, rendering an arrow semi-trans-
parently as it crosses through occluding objects is both chal-
lenging, as it requires accurate geometry, and potentially
confusing, as it breaks the line into several pieces. Instead,
we aim to disocclude by bending the arrow to clear the
occluder, which not only indicates the desired position but
also hints at a collision-free trajectory of the target object for
it to be placed in the desired position. Whereas in the case
of a search task highlighting the object might be sufficient,
in our object manipulation task finding the target is just the
first step, and conveying to the user the desired object pose
has to rely on graphical annotations that go beyond manipu-
lating the appearance of the target.

The idea of creating occlusion-free arrow annotation has
been discussed for a long time. Moreover, it might be more
natural and versatile for an expert to convey instructions
through direct drawing rather than generating occlusion-free
arrow annotations. However, the occlusion-free arrow
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annotation’s automatic generation is necessary for implement-
ing the batch instruction method proposed in this study.
Although there have been some studies on virtual replicas,
the existing studies have created replicas by pre-modeling.
The pre-modeling approach provides a more complete and
high-fidelity representation of physical objects, but it requires
coverage of all required objects and cannot instruct objects
that are missing replicas. Therefore we propose a compromise
approach that enables real-time guidance when objects lack
virtual replicas. Furthermore, unlike most research on MR
remote collaboration, our work focuses on a different applica-
tion, that of object manipulation. Our work demonstrates
time savings for longer sequences of instructions, i.e., 10
instructions executed asynchronously, and strengthens the
eloquence of rotation instructions by showing the object in
the new pose to provide real-time, detailed visual feedback to
the user as they manipulate the object.

3. Methods

We describe an approach for effective and efficient visual
instruction in a remote collaboration context where a trainee
has to perform object manipulation tasks in their workspace
under the real-time (synchronous, on-line) or preauthored
(asynchronous, offline) guidance of a remote expert. Figure 1
illustrates the strengths of AVICol in terms of alleviating
occlusions, of providing a rich visual description of the
desired state of the workspace, and of adapting instructions
to the actual state of the workspace to allow for the robust
asynchronous execution of a sequence of instructions as a
single batch. We also refer the reader to the video accompa-
nying our article.

We first describe the mixed reality system setup that ena-
bles the remote collaboration (Section 3.1). Then we
describe our contributions of occlusion-aware visual instruc-
tion for object translation (Section 3.2), of realistic future
state visual instruction for object rotation (Section 3.3), and
of adaptive sequences of visual instructions for asynchron-
ous collaboration (Section 3.4).

3.1. Mixed-reality system setup

The system setup is shown in Figure 2. The trainee stands
in front of their physical workspace and manipulates objects
based on visual instructions shown through an optical see-
through augmented reality head mounted display (AR
HMD). The geometry and color of the workspace and of the
trainee is acquired in real time with a 4� 2 RGBD camera
acquisition rig. A point-based geometry plus color model of
the workspace and trainee is transmitted to the remote
expert site, where the expert visualizes it using a virtual real-
ity head mounted display (VR HMD). The expert authors
visual instructions using a virtual laser pointer paradigm to
select 3D workspace points and objects, to draw arrows, or
to copy, paste, and orient 3D objects (see Section 3.3). The
instructions are transmitted to the local trainee site, where
they are rendered for using the trainee’s AR HMD. In add-
ition, we achieve the alignment of the physical and virtual
workspace by pre-setting the initial pose of the trainee(AR
HMD), that is, the relative pose of the AR HMD and the
physical workspace, and applying the relative pose to the
virtual camera and virtual workspace in advance. The align-
ment of two spaces was accurate to around 5–10 cm each
time, and through manual fine-tuning, the accuracy can
reach around 1–2 cm.

Figure 1. AR trainee interface (left panel): comparison between our AVICol approach and a conventional approach for providing visual instructions for object trans-
lation and object rotation. AVICol bends the translation arrow upwards to clear the occluding object (a), which hides the arrow with the conventional approach (C).
AVICol accurately conveys the desired pose of the object to be rotated with a rendering of the geometric model of the object (B), as opposed to the cryptic coordin-
ate system axes visualization of the conventional approach (D). AVICol instruction adaptation in support of asynchronous collaboration (right panel): sequence of
four instructions authored by the expert (E), adapted in real time as they are executed asynchronously by the trainee (F, where the workspace is darkened for illus-
tration clarity). Instruction 1 is adapted from c to reflect the actual position c0 of the object to be translated; instruction 3 asks the user to stack the object from a
onto the object at b, which is updated to b0 .
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One important design consideration is where to place the
acquisition rig and where to place the expert in relation to the
workspace and the trainee. Some collaboration scenarios do
benefit from the expert and trainee having similar viewpoints.
For example, expert surgeons will stand side by side with their
trainee surgeon to illustrate complex surgical instrument
manipulations in a way that avoids the left/right mirroring
introduced by opposite viewpoints. In other collaboration
scenarios, the expert stands to benefit more from seeing not
only the workspace but also the trainee, which is easier done
with an acquisition viewpoint opposite the trainee.
Furthermore, in the remote collaboration context, providing
the expert with the trainee’s viewpoint is challenging because
that requires placing the acquisition device at the trainee’s
location, which is infeasible since the acquisition device would
encumber the trainee’s workspace and the trainee would block
the acquisition device’s line of sight to the workspace.

To meet the hard constraints of avoiding workspace encum-
brance and acquisition line of sight blockage, and to allow for
the expert to see the trainee, we have opted for a configuration
where the acquisition rig is opposite the trainee with respect to
the workspace. The acquisition of the workspace in both
geometry and color does support offsets between acquisition
and visualization viewpoints. Therefore the remote expert can
make any movement from the starting position to change his
viewpoint to get an independent point of view. However,
reprojecting the acquired workspace and trainee data to a visu-
alization viewpoint that is substantially different from the
acquisition viewpoint does result in a low quality visualization
due to occlusions and to low depth resolution (Figure 3(B), the
corresponding real scene is Figure 3(A)). We resort to showing
the expert the workspace and the trainee from a viewpoint
similar to that of the acquisition viewpoint, which provides a
high visualization quality conducive to the situational aware-
ness needed for effective collaboration (Figure 3(D), the corre-
sponding real scene is Figure 3(C)).

3.2. Occlusion aware visual instruction

Given an object that has to be translated from a starting
position Ps to an ending position Pe, simply connecting Ps

and Pe with a straight-line arrow can provide confusing vis-
ual instruction when the arrow intersects other workspace
objects, without correctly resolving visibility between the
arrow and the workspace geometry. One option is to z-
buffer the straight line arrow with the workspace geometry,
which provides the correct visual cue of the arrow traversing
the 3D workspace, but this comes at the cost of a partial
occlusion of the arrow (Figure 1(C)). We take the approach
of computing a curved arrow that steers clear of the occlud-
ing objects to provide a good indication of the suggested
translation, without visibility inconsistencies (Figure 1(A)).

Algorithm 1. Unoccluded curved translation arrow
generation.

Input: starting point Ps, ending point Pe, trainee viewpoint
V, acquisition viewpoint A, acquired depth buffer ZBA

Output: Unoccluded curve finalArrow from Ps to Pe
1: ZBV ¼ PointBasedRender(A, ZBA, V);
2: n ¼ 20; step ¼ 1; stepScale ¼ 1:2;
3: C0 ¼ Ps;C1 ¼ ðPs þ PeÞ=2;C2 ¼ Pe; bestVisScore ¼ −1;
4: while bestVisScore 6¼ n and C1:y � jjPsPejj do
5: candArrow ¼ BezierðC0,C1,C2Þ;
6: visScore¼ 0;
7: for i ¼ 0; i < n; iþþ do
8: Pi ¼ PointOnBezierCurveðcandArrow, i=ðn − 1ÞÞ;
9: Pip ¼ Project(Pi, ZBV, V)
10 if Pip:z < ZBV ½Pip:x, Pip:y� then
11: visScoreþþ;
12: end if
13: end for
14: if visScore > bestV isScore then
15: finalArrow ¼ candArrow;
16: bestVisScore ¼ visScore;
17: end if
18: C1:y þ¼ step; step �¼ stepScale;
19: end while
20: return finalArrow;

Alg. 1 describes the construction of the curved arrow in a
way that alleviates occlusions with the 3D space. The algorithm
is run for every trainee frame, as occlusions change based on

Figure 2. Mixed reality remote collaboration setup between a trainee (left) and an expert (right). The trainee manipulates objects in their workspace. The workspace
is acquired with an array of RGBD cameras. The color and depth workspace data is transmitted to the remote expert. The workspace and trainee are shown to the
expert through a VR HMD. The expert annotates the workspace to provide visual instruction shown to the trainee through an AR HMD.
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the current trainee viewpoint. The input to the algorithm are
the starting and ending points Ps and Pe specified by the
expert, the workspace depth buffer ZBA acquired from view-
point A, and trainee viewpoint V for the current frame.

The algorithm starts out by rendering the workspace
depth buffer from the current trainee viewpoint (Line 1).
We use a point-based rendering with a constant 3D splat
size to obtain the trainee view depth buffer ZBV which is
then used to solve translation arrow occlusion checks.

The algorithm has three parameters whose values are
given in Line 2. Parameter n defines the number of points
along the arrow where occlusion is checked. In all our
experiments we have used n¼ 20 which allows estimating
occlusion with sufficient acuity while keeping the number of
occlusion checks low, as needed for computational effi-
ciency. The parameter step defines the vertical offset by
which each iteration of the algorithm raises the candidate
arrow above the workspace for it to escape occlusions. step
starts at 1 cm and then increases exponentially by a factor
given by parameter stepScale, e.g., by 20% at each iteration.

The algorithm starts from a straight line arrow (Line 3)
and then investigates iteratively arrows that have increasing
out of plane curvature (Lines 4–19), see Figure 4. An arrow
is modeled as a quadratic B�ezier curve with three control
points C0, C1, and C2. The first and last control points C0

and C1 are always Ps and Pe. The middle control point C1

starts out as the midpoint of line segment PsPe (Line 3) and
then raises above the workspace. The algorithm keeps track
of the best candidate arrow in terms of visibility through the
variable bestVisScore whose value equals the number of points
along the arrow that are visible, initialized to −1 (Line 3).

The algorithm iterates while no arrow has been found
with all of its points visible and while the vertical displace-
ment step of the arrow does not exceed a maximum value
(Line 4). We define the maximum value as the length of the
segment PsPe: For example, an arrow that has to connect

Figure 3. Ground truth visualization (photo) of workspace from trainee viewpoint (A), point-based rendering of workspace from trainee viewpoint (B), ground truth
visualization (photo) of workspace from expert viewpoint (C), point-based rendering of workspace from expert viewpoint (D). Since the workspace is acquired from
a viewpoint similar to that of the expert, rendering the workspace from the expert viewpoint results in a higher quality visualization (D) compared to rendering it
from the trainee viewpoint (B).

Figure 4. Illustration of candidate arrows for Alg. 1. Arrows 1 and 2 are partially
occluded, arrow 3 is the first one to curve sufficiently to clear the occluding
object. The algorithm returns arrow 3 (and does not even consider arrow 4).
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starting and ending positions that are 50 cm apart should
not curve more than a height of 50 cm.

The algorithm returns the best arrow it found (Line 20).

3.3. Realistic target state visual instruction

Instructions like those for the rotation of an object stand to
benefit from richer visualizations. Indeed, a visualization
that relies on arrows and coordinate system axes to convey
such an operation is difficult to understand and execute
accurately (Figure 1(D)). Once the trainee moves the object
away from the original position and orientation, the trainee
has to remember the axes in the initial state to be able to
interpret correctly the destination state. Furthermore,
abstract rotation visual instructions based on arrows and
coordinate systems are not only difficult to execute but also
to author.

We propose visual instructions based on a realistic depic-
tion of the target state with the goal of supporting fast and
accurate authoring and execution. The pipeline for author-
ing such instructions is illustrated in Figure 5. The pipeline
provides two options (blue and green arrows between pipe-
line stage illustrations).

The first two stages (A) and (B) are the same for both
options. In stage A, the expert indicates the object to be
manipulated by creating a selection polygon one vertex at
the time to define a loose-fitting bounding box of the object.
The expert uses a virtual laser attached to the tracked hand-
held controller. The intersection point between the virtual
laser beam and the workspace depth buffer is computed by
sliding a point along the laser beam from near to far until
the point becomes hidden. The expert creates a selection
polygon vertex using a controller button.

In stage B, the selection is refined from the loose bound-
ing polygon to the subset of the workspace point cloud that

belongs to the object. The points that belong to the object
are segmented from all points inside the bounding polygon.
This is done with a filter that keeps only the bounding poly-
gon points that are above the planar workspace table and
whose color and depth is sufficiently similar to the mean
value over all points, i.e., within three standard deviations.
Once the object point cloud is determined, the pipeline pro-
ceeds in one of two ways.

If the geometric model of the object is not available, the
expert relies on the object’s point cloud representation to
indicate the object’s desired pose (C). If the geometric model
of the object is available, the expert selects the model from a
gallery of objects, manually, with the virtual laser interaction
paradigm. The approximate point could representation of
the object is replaced with the complete and high-fidelity
representation provided by the object’s geometric model.
The initial position of the geometric model is the same as
the average position of all points in the point, and the initial
principal axis orientation is the same as the longest axis of
the point cloud(including only x, y, z). The expert defines
the desired pose by grabbing, translating, and orienting the
object. We rely on a conventional on—handle manipulation,
i.e., handheld controller trigger button to grab, and then fist
translation and rotation to define the pose (Grandi et al.,
2019). Once the object point cloud is replaced by its geo-
metric model, the object is visualized at interactive rates
with high-fidelity and without occlusion errors (E).

3.4. Adaptive sequences of visual instructions

To increase the efficiency of expert/trainee communication,
to allow an expert to provide guidance simultaneously to
multiple trainees, and to allow for asynchronous expert/
trainee collaboration, we have devised a procedure for
authoring and executing a sequence of multiple instructions.

Figure 5. Pipeline for realistic target visual instruction (F), when the geometric model of the object is not available (A–C), and when the geometric model of the
object is available (A,B,D,E).
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The expert authors multiple instructions, one at the time, in
chronological order. The instructions are authored in a pre-
acquired color and depth point cloud model of the work-
space. In other words, the workspace is not acquired in real
time, which allows for the trainee to submit their workspace
for annotation asynchronously. The trainee executes the
sequence of instructions one at the time. The instructions
that remain to be executed are updated based on the actual
execution of earlier instructions. This maintains the accuracy
of the instructions despite small variations in the execution
of the earlier instructions. This robustness is particularly
important in the case of long sequences of instructions
where errors can accumulate making future instructions
unusable if they do not adapt to the actual state of the
workspace.

Figure 6 illustrates the need for adaptivity to support
accurate sequences of instructions. The top row (A–C)
shows the case when the starting position of a second
instruction depends on the ending position of a first instruc-
tion. The first instruction prescribes moving the object to an
intermediate location and then the second instruction pre-
scribes moving it to a final position (A). If the trainee moves
the object to a slightly different position, the starting point
for the arrow of the second instruction is incorrect (B).
With our approach, the second instruction is adapted for
the arrow to start correctly at the center of the object in its
actual intermediate position (C). The bottom row (D–F)
shows the case when the ending position of a second
instruction depends on the ending position of a first instruc-
tion. Here the two instructions (1 and 2 in D) ask the
trainee to move the blue block to a new location and then
to stack the pink block on top of the blue block. Since the
user moves the blue block at a position slightly different
from the one prescribed by the first instruction, the ending
point of the arrow for the second instruction does not coin-
cide with the actual center of the object (E). With our
approach (F), the ending point of the arrow for the second
instruction is adapted to track the center of the object
moved by the trainee. This way the second instruction

correctly indicates the desired stacking of the pink block on
top of the blue block.

We adapt the current instruction k to the actual state of
the workspace (1) by computing the actual position A of the
object acted upon by instruction k − 1, and (2) by adapting
the arrow of instruction k to A. (1) The actual position of
the object acted upon is computed by subtracting the depth
buffer of the workspace after instruction k − 1 and from the
depth buffer after instruction k. The depth buffers are com-
puted from a top view, perpendicular to the workspace
table, which minimizes occlusions. To compute the differ-
ence robustly, we average 30 depth frames and we filter out
differences below a threshold of 1 cm, a parameter estab-
lished empirically. The samples with non-zero depth differ-
ences define region R. The center of the axis aligned
bounding box of R approximates the center of the object at
its actual position after instruction k − 1. (2) Once the
actual position of the object is known, the starting or ending
point of the arrow of instruction k is adapted accordingly,
with the updated arrow endpoints being passed to Alg. 1 for
occlusion free visualization.

Our depth difference approach to analyzing the work-
space provides robustness with deviations from the pre-
scribed state of previous instructions. For example, it does
not matter how far the trainee places an object from the
prescribed location–AVICol will find the object and will use
the incorrect position as the starting point for the next
instruction, so the inaccuracy of the previous instruction
execution does not compromise future instructions.
Similarly, if the trainee moves the wrong object, AVICol can
detect that the incorrect object was manipulated and that
the correct object was left at its original location. Depth dif-
ferences are ineffective if the object manipulated is placed in
the occlusion shadow of another object. Such cases are rare
since we use a depth camera with multiple acquisition view-
points and since we reproject the workspace geometry to
obtain top-view depth buffers. Nonetheless, if an object is
moved under the overhang of another object, AVICol loses
the object.

Figure 6. The need for instruction adaptivity to the actual state of the workspace. Top: the starting point of the second arrow (2) has to be modified from its initial
position (A,B) to coincide with the actual position of the pink block after the execution of the first instruction (C). Bottom: the ending point of arrow 2 has to be
modified from its initial position (D,E) to coincide with the actual position of the blue block (F).
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4. User study

We have conducted a user study to investigate the potential
advantages of our AVICol approach. The study is designed
around the following research hypotheses:

� Hypothesis A. The AVICol occlusion aware visualization
of instructions leads to more accurate translation instruc-
tion executions and faster task completion times com-
pared to a visualization that does not take into account
occlusions.

� Hypothesis B. The AVICol realistic visualization of the
desired pose of a workspace object leads to faster and
more accurate rotation instruction executions compared
to conveying the rotation instructions verbally, and com-
pared to a visualization based on local coordinate systems.

� Hypothesis C. The AVICol batch authoring and execution
of a sequence of 10 instructions leads to faster authoring
and execution times compared to a sequential authoring
and execution of individual instructions, one at the time.

We investigate each of the three research hypotheses in a
separate experiment. Experiment 1 investigates Hypothesis A
in the context of object translation. Experiment 2 investi-
gates Hypothesis B in the context of object rotation.
Experiment 3 investigates Hypothesis C in the context of the
asynchronous authoring and execution of a sequence of 10
instructions. Experiment 3 also serves as a summative evalu-
ation of the occlusion awareness and realistic visualization
elements of AVICol, put together in these longer instruction
sequences.

4.1. Participants

We have recruited N¼ 24 participants from our under-
graduate and graduate student population who were
recruited randomly within schools and had different profes-
sional backgrounds. Participants were divided randomly into
12 pairs, with one participant serving as the trainee and one
serving as the expert, assigned randomly. Any participant
can serve as expert since the expert is provided a script of
instructions to communicate. The average participant age is
24 years, 10 participants self-reported as women, 20 had
prior experience with virtual reality and augmented reality
applications, none reported suffering from balance disorder
or color blindness conditions, and all had good or corrected
vision. The same participants were used in all three experi-
ments, in a single session. A session lasted �1 hr and partic-
ipants had 5min breaks between experiments. Participants
performed experiments in the same order, as Experiment 3
subsumes Experiments 1 and 2. The user study was awarded
and approved by the Biology and Medical Ethics Committee
of Beihang University.

4.2. Implementation

We used a Microsoft HoloLens 21 for the trainee’s AR
HMD and an HTC Vive Cosmos2 for the expert’s VR

HMD. The trainee workspace was acquired with a RealSense
D455 depth camera. The software implementation relied on
Unity3 Internet communication relied on the Mirror4 Unity
plugin. The average amount of color and depth point cloud
data transmitted for each frame is 8� 3000KB. All data is
transmitted through the same LAN connected by network
cable and the transmission delay of data is �300ms. The
time taken to reconstruct a frame through point cloud data
is about 30–40ms. The frame rate of the expert site is about
20–30 fps, and the frame rate of the trainee site is about
90 fps. The point cloud is a set of RGBD samples, which are
unprojected to 3D at the client using the known acquisition
camera parameters. These are fixed external parameters pre-
set for each camera that are used to stitch the point clouds
from eight cameras into a single point cloud. The points
had constant 3D size and were projected onto the user’s
view and splatted as 2D points with a footprint derived
from the distance to the viewer. All instruction data auth-
ored by the expert will be synchronized and rendered to the
trainee in real time through the Mirror plug-in.

4.3. Experiment 1: Translation tasks

4.3.1. Experimental design
Participants were divided into 12 pairs randomly, with one
participant serving as the trainee and one serving as the
expert. The trainee was in front of a table on which there
were blocks (Figure 2) to be manipulated under the instruc-
tion of the remote expert. The trainee wore an optical see-
through AR HMD. The expert was located in a different
room, standing in an empty space, wearing a VR HMD. The
workspace was acquired in real time with an array of depth
and color cameras, connected to a workstation. The work-
station sent the color and depth data to the expert over the
internet. The expert’s VR HMD receives the workspace data
and renders it in real time. The expert authors a visual
instruction for a single object translation. The visual instruc-
tion is sent to the trainee over the internet where it is ren-
dered by the trainee’s AR HMD.

The visual instruction is rendered in one of two ways. In
the control condition (CC), the translation arrows are ren-
dered as straight lines with z-buffering (Figure 7 CC). We
did not use the method of alleviating occlusion by rendering
directly above other objects, although this method is easier
to implement. Because this method of alleviating occlusion
is achieved through incorrect depth relationships, which
sometimes causes further problems, such as the inability to
determine the actual position of the instr. There have been
many works in the past that have also made efforts to pro-
vide a correct occlusion relationship between virtual and
real objects (Gimeno et al., 2013). In the experimental con-
dition (EC), the translation arrows are rendered as curves to
alleviate occlusions using our algorithm (Alg. 1), as shown
in Figure 7 EC. A participant serving as a trainee performs
tasks under both conditions. This within-subject design
allows for greater statistical power with fewer participants.
The order of conditions is counterbalanced. A participant
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serving as a trainee never serves as an expert, and a partici-
pant serving as an expert never serves as a trainee.

4.3.2. Tasks
For each trainee-expert pair, the expert issues eight object
translation instructions, in each condition, for a total of 16
trials. For each trial, the expert was informed of which trans-
lation task to communicate to the trainee using a 3D rect-
angle texture mapped with a screen capture of the desired
translation. The same eight translations were used for each
trainee-expert pair, in the same order. Once the trainee pla-
ces the object in the new location, the current trial ends,
without iterative refinement of the object location. After each
trial, the expert is asked whether the correct object was
manipulated and whether the new object location is correct.
Errors are committed when either the starting or the ending
point of the arrow is occluded from the trainee. When the
starting point is not visible, the incorrect object might be
manipulated. When the ending point is not visible, the
destination location might be off substantially. Therefore, all
experts can easily make consistent decisions regarding trans-
lation correctness. The experts are not asked to estimate the
translation error, e.g., in cm, and then to make the subjective
call on whether the translation error is acceptable or not.
Our goal is for the trainees to understand the intent of the
experts. For example, the expert authorized the translation of
object A to object B, but the trainee translated the object A
to another object C. We told the expert the judgment criteria
before the experiment, and the expert could easily determine
such translation errors.

4.3.3. Data collected
For each trial, we recorded an object manipulation error
when either the wrong object was manipulated, or its loca-
tion was incorrect. We also recorded the total time needed
for the expert to author the instruction and for the trainee
to execute it.

4.3.4. Data analysis
For each participant/expert pair, we computed average selec-
tion accuracy, location accuracy, and completion time over
all trials, for each condition. We checked the data normality

assumption using the Shapiro-Wilk test (Shapiro & Wilk,
1965). Normally distributed data was analyzed using repeated
measures ANOVA (Gelman, 2005). When the normality
assumption did not hold, the analysis was performed using
Wilcoxon’s signed-rank test (Rey & Neuh€auser, 2011). In
addition to the p-value of the statistical test, we also esti-
mated the size of the effect using Cohen’s d (Frees & Kessler,
2005). We derive a qualitative estimate of effect size using
the following effect size thresholds (Cohen, 2013): Huge
(d> 2.0), Very Large (2:0 > d > 1:2), Large (1:2 > d > 0:8),
Medium (0:8 > d > 0:5), Small (0:5 > d > 0:2), and Very
Small (0:2 > d > 0:01).

4.3.5. Results and discussion
The object translation error rates are shown and compared
in Table 1 and in the graph in Figure 9(a). In all graphs,
statistically significant differences are indicated with an
asterisk. There were no errors recorded in EC, and a 4.55%
error rate in CC (column 2), which corresponds to a 100%
error reduction (column 3). Examples when participants are
likely to make errors are shown in Figures 7 and 8. The dif-
ference in manipulation error rates is significant (column 4)
and the effect size is large (column 6). Throughout this art-
icle, significance is indicated with an asterisk by the p-value.
The task completion times are shown and compared in
Table 2 and in the graph in Figure 9(b). EC has significantly
shorter completion times than CC, and the effect size is
large. We conclude that alleviating occlusions helps the user
perform object translation tasks faster and more accurately,
in support of Hypothesis A.

4.4. Experiment 2: Rotation tasks

4.4.1. Experimental design
We used the same experimental design as for Experiment 1.
The only difference is that now the expert authored and the
trainee executed instructions for object rotation (and not
translation. The translation distances included in the tasks

Figure 7. Control condition (CC) and experimental condition (EC) for Experiment 1. The user has to translate the green cylinder to the front, with the translation
arrow occluded in CC and occlusion-free in EC.

Table 1. Object translation error rates. Significant difference is marked with asterisk.

Condition Avg ± std. dev. (CC-EC)/CC p Cohen’s d Effect size

EC 0.00 ± 0.00
CC 4.55 ± 6.01 100.0% 0:02� 1.07 Large
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are very small, all less than the size of objects, and consist-
ent across different control conditions. Therefore we ignore
the effect of translation on the task.), and we used two con-
trol conditions.

In one control condition (CC1) the expert provides verbal
instructions that are transmitted to the trainee in real time
using an audio communication channel. In a second control
condition (CC2), the rotation instructions are provided visu-
ally by rendering the local coordinate system axes of the
object to be manipulated (Figure 10 CC2). In the experi-
mental condition (EC), the rotation instructions are imple-
mented with our approach by showing the object in the
desired pose as a point cloud (Figure 10 EC).

4.4.2. Tasks
For each trainee-expert pair, the expert issues five object
rotation instructions, in each condition, for a total of 15 tri-
als. Like for translations, the expert was informed of the
rotation to communicate to the trainee using a 3D rectangle
texture-mapped with a pre-recorded screen capture of the
rotation. Once the trainee places the object in the new
orientation, the current trial ends, without iterative refine-
ment. We did not use objects invariant under rotation, such
as cylinders. For symmetrical objects, such as a cube, any of
the poses was accepted (four poses for the cube).

4.4.3. Data collected
For each trial, we recorded the object rotation error as the
square root of the sum of the squares of the angular errors
for each of the three local coordinate system axes of the
object (i.e., Euclidian distance in the 3D rotation space).
Whereas for translation, the tip of the arrow conveys the
destination location accurately as long as it is visible, for
rotation, the axes, even when visible, might not convey the
desired pose with great accuracy. Therefore we measure the
rotation error objectively, on a continuous scale, without
relying on the experts. We also recorded separately the time

needed for the expert to author the instruction, and the
time needed for the trainee to execute it.

4.4.4. Data analysis
The data was analyzed like for Experiment 1, with the only
difference being that in Experiment 2 there were two control
conditions, i.e., CC1 and CC2, each of which was compared
to the experimental condition EC.

4.4.5. Results and discussion
Table 3 and the graph in Figure 9(c), show and compare the
times needed by experts to author the rotation instructions
across conditions. The experimental condition is signifi-
cantly faster than either of the control conditions. The
difference is larger compared to verbal instruction (CC1).
Table 4 and the graphs in Figure 9(d), show and compare
the times needed by trainees to execute the rotation instruc-
tions. Again, the experimental condition has a significant
advantage over either of the two control conditions, and the
difference is larger compared to verbal instruction (CC1).
Table 5 shows and compares the instruction execution
errors across conditions. EC is significantly more accurate
than either CC1 or CC2. This result is in agreement with
prior work that has also noted the difficulty in posing
objects accurately using short local coordinate system axes
visualizations (Andersen & Popescu, 2020). We conclude
that rotations are performed faster and more accurately with
AVICol compared to conveying instructions verbally, and to
conveying instructions through local coordinate system visu-
alizations, in support of Hypothesis B.

4.5. Experiment 3: Translation and rotation sequences

4.5.1. Experimental design and tasks
We used the same general experimental design as for the
other two experiments, with two differences. One difference
is that the collaboration now entailed a sequence of 10
instructions for object manipulation. Out of the 10 instruc-
tions, six ask the trainee to translate an object, while four
ask the trainee to translate and rotate an object. Like before,
the expert was informed of the instructions to prepare for
the trainee using a texture-mapped billboard. The instruc-
tions are sequenced in chronological order, whit each

Figure 8. Control condition (CC) and experimental condition (EC) for Experiment 1. The arrow is severely occluded in CC which leads the participant to place the
object at an incorrect position. Enough of the arrow is visible in EC for the participant to place the object correctly.

Table 2. Object translation authoring þ execution times, in seconds.
Significant difference is marked with asterisk.

Condition Avg ± std. dev. (CC-EC)/CC p Cohen’s d Effect size

EC 132.83 ± 11.52
CC 143.76 ± 12.41 7.6% 0:003� 0.91 Large
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instruction starting from workspace state at the end of the
previous instruction (Figure 1(E)). A second difference is
that we used two workspaces: the blocks workspace (Blocks)
used in Experiments 1 and 2 and shown in Figures 7, 8, and
10, and the complex parts workspace (Parts) shown in
Figure 1.

There were two conditions. In both conditions, the
instructions were executed using our approach for transla-
tion and rotation. In one condition (SC), the instructions of
a sequence were authored and executed synchronously, one
at a time, with live communication between the expert and
trainee. In a second condition (AC), the instructions of a
sequence were authored and executed asynchronously, all at
once, without any live communication between the expert
and trainee. The instructions are not rendered to the trainee
all at once, but only one at a time in the expert authoring
order. After self-identifying completion of one, the trainee
manually switches to the next one (via a hololens button).

4.5.2. Data collected
Figure 6 shows that failing to adapt instructions to the state
of the workspace makes it impossible to execute subsequent
instructions correctly. For example, moving the pink cube to
its old destination will fail to stack up the cubes as intended.
Experiment 3 focuses on quantifying the time advantage

brought by the asynchronous execution of instruction
sequences, which is made possible by AVICol’s ability to
adapt instructions. For this, we record the time needed by
the expert to author the sequence and the time needed for
the trainee to execute the sequence. The final states of the
workspace were checked for correctness, and all final states

Figure 10. Second control condition (CC2) and experimental condition (EC) for Experiment 2. The participant is asked to place the long orange block vertically
adjacent to the two bridge blocks, which is more clearly conveyed in EC by showing the block in the desired position, compared to CC2 where the desired position
and orientation are conveyed with a coordinate system axes visualization.

Table 3. Rotation instruction authoring times (VR), in seconds. Significant dif-
ference is marked with asterisk.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 78.83 ± 5.62
CC1 105.11 ± 12.35 25.0% <0:001� 2.71 Huge
CC2 84.65 ± 6.90 6.9% 0:003� 0.91 Large

Figure 9. Left: Error rates (a) and authoring þ execution times (b) box plots for object translation, for the control and experimental conditions. Right: Rotation
instruction authoring (c) and execution times (d) box plots for the control and experimental conditions.

Table 4. Rotation instruction execution times (AR), in seconds. Significant dif-
ference is marked with asterisk.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 64.56 ± 5.81
CC1 96.20 ± 12.20 32.9% <0:001� 3.31 Huge
CC2 79.16 ± 9.12 18.4% <0:001� 1.91 Very large

Table 5. Rotation instruction execution errors, in degrees. Significant differ-
ence is marked with asterisk.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 10.18 ± 5.75
CC1 17.46 ± 4.69 41.7% <0:001� 1.44 Very large
CC2 14.09 ± 5.46 27.8% 0:036� 0.72 Medium
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were correct in both the asynchronous and synchronous
conditions. Furthermore, we collected usability data using a
prior art questionnaire (Kim et al., 2015) that has six
questions with answers on a 9-point Likert scale, as well as
task load data using the NASA TLX (Hertzum, 2021)
questionnaires.

4.5.3. Data analysis
The data was analyzed like for Experiment 1 (two condi-
tions, significance level threshold of p¼ 0.05).

4.5.4. Results and discussion
The authoring times across conditions and workspaces are
given in Table 6 and in the graph in Figure 11(a), and the exe-
cution times are given in Table 7 and in the graph in Figure
11(b). Our method is beneficial for both the simple (Blocks)
and the complex (Parts) workspaces. The times are significantly
longer when the expert has to provide guidance for individual
steps of the sequence. By adapting the instructions to the
actual state of the workspace, our approach allows concatenat-
ing long sequences of instructions and executing them
robustly, saving time, and enabling asynchronous collaboration,
as needed for example to accommodate different time zones or
to allow an expert to assist multiple trainees at the same time.
We conclude that using AVICol, authoring and executing

instructions asynchronously leads to faster authoring and exe-
cution times, in support of Hypothesis C.

Figure 11, right, graphs the NASA TLX task load scores
for the two workspaces, i.e., Blocks (c) and Parts (d), and
for the synchronous (SC) and the asynchronous (AC) condi-
tions. For the trainee, there are no significant differences
between the two conditions, for either of the two workspa-
ces. This is a positive result since it indicates that the trainee
can execute the sequence of 10 instructions alone, with no
help from the expert, without the task become more com-
plex. Furthermore, for the expert, the authoring task has a
significantly lower load in the asynchronous condition,
which is expected, as the expert can author more instruc-
tions more quickly when they do not have to also be exe-
cuted by the trainee. In an absolute sense, all tasks have
load values below 35, the threshold customarily used to dif-
ferentiate between low and high load tasks (Hertzum, 2021).

Figure 12 gives the usability scores which are uniformly
high. The only exception is for effectiveness (EF) which is
significantly higher for the asynchronous condition (AC)
compared to the synchronous condition (SC), confirming
that the batch execution is preferred by both the trainee and
the expert.

Overall, the user study confirms the advantages of the
occlusion awareness and of the realistic visualization capabil-
ities of AVICol, both in isolation (Experiment 1 and

Table 6. Instruction sequence authoring times (VR), in seconds. Significant difference is marked with asterisk.

Work-space Condition Avg ± std. dev. (SC-AC)/SC p Cohen’s d Effect size

Blocks AC 147.54 ± 14.47
SC 216.59 ± 21.38 31.9% <0:001� 3.78 Huge

Parts AC 151.75 ± 10.53
SC 225.42 ± 18.66 32.7% <0:001� 4.86 Huge

Figure 11. Left: Instruction sequence authoring (a) and execution times (b) box plots for the two conditions and the two workspaces. Right: NASA TLX task load
scores for the authoring (expert) and the execution (trainee) tasks, for the two workspaces (Blocks and Parts), and for the synchronous (SC) and asynchronous (AC)
conditions.

Table 7. Instruction sequence execution times (AR), in seconds. Significant difference is marked with asterisk.

Work-space Condition Avg ± std. dev. (SC-AC)/SC p Cohen’s d Effect size

Blocks AC 93.08 ± 7.59
SC 220.98 ± 22.18 57.9% <0:001� 7.71 Huge

Parts AC 98.41 ± 15.18
SC 223.61 ± 18.99 56.0% <0:001� 7.28 Huge
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Experiment 2), and in conjunction (Experiment 3). The
workspace monitoring achieved through real-time depth
acquisition enables for visual instructions to be authored
and executed quickly and accurately both synchronously,
one instruction at the time, and also asynchronously, in
batches of 10 instructions. The asynchronous collaboration
is possible by relaxing the accuracy requirement for the exe-
cution of individual instructions, which in turn is afforded
by AVICol’s ability to adapt instructions to the current state
of the workspace.

4.6. Limitations

Our experiments have several limitations. Our experiments
use simple tasks in a table-scale collaboration scenario which
are the basic components of more complex tasks, and future
work can expand the experimental validation with tasks that
involve the accurate concatenation of multiple such basic
components, i.e., engine assembly training as shown in 1.
And our approach can easily be applied to larger scale col-
laborations. Our acquisition range is not limited to the
table-scale and the algorithms in 3.2 and 3.3 are also not
only applicable to the table. But we always attempt to allevi-
ate occlusions by bending the translation arrows up, whereas
in more complex scenarios more directions might need to
be considered. Also, the algorithm in Section 3.4 needs to
acquire a larger range of depth buffers.

Our experiments focus on one-to-one scenarios. Some
researches have focused on exploring the one-to-many
remote scenarios, including view-sharing techniques (Lee
et al., 2020; Marques et al., 2022a), workloads of remote
experts (Otsuki et al., 2022; Wang et al., 2022), etc. The
topics need to be addressed by the research community in
one-to-many scenarios were also discussed (Marques et al.,
2022b). Our system can be extended to one-to-many scen-
arios based on the following facts. Our acquisition rig allows
more local trainees to work at the same time. And expert
can move freely throughout the acquisition space and author
instructions at any location. Authored instructions can also
be shared among trainees. In addition, in the experiments,
only one visual instruction is rendered to the trainee at a

time. It is feasible to visualize multiple instructions to refer
to multiple objects at the same time but requires further
design. For example, the order of execution between instruc-
tions and the mutual occlusion of instructions. Finally, Our
study uses one or two control conditions for each of the
three experiments. Future work could compare AVICol to
additional control conditions. For example, one could com-
pare the AVICol performance against non-AR conditions,
such as providing guidance to the trainee on a nearby moni-
tor, with the trainee having to memorize the instruction and
then to execute it from memory on the actual workspace.
Future work could also extend the empirical validation on
additional workspaces and additional tasks. The workspaces
we have investigated are characterized by objects with salient
features which are easy to disambiguate. We foresee that the
need to alleviate occlusions and to adapt instructions is even
greater for workspaces with similar objects where occlusion
in approximately executed earlier instructions can lead to
errors.

5. Conclusions, limitations, and future work

We have presented AVICol a mixed-reality approach for
effective and efficient remote visual instruction. Our
approach relies on a VR interface for the expert to author
instructions, and on an AR interface for the trainee to exe-
cute them. Our approach makes three contributions: (1) it
curves object translation arrows to alleviate occlusions; (2) it
allows depicting the desired state of a rotation instruction
with high fidelity by allowing the expert to place a point-
cloud or geometric-model copy of the object in the desired
pose; (3) it allows the trainee to execute a long sequence of
instructions asynchronously, without real-time help from the
expert. We have tested our approach in a user study with
three experiments that confirm significant accuracy and
time advantages of our approach over conveying translations
with a straight-line arrow and over conveying rotations with
arrow and coordinate system visualizations. Furthermore,
the study shows a time advantage of asynchronous over syn-
chronous instruction authoring and execution.

Figure 12. Scores for the six questions of the usability score for the trainee (left) and the expert (right). The questions gauge intuitiveness (in), effectiveness (EF),
accuracy (AC), naturalness (NA), satisfaction (SA), and easiness (EA). The highest possible usability value is 9, and the smallest is 0.
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Our approach has several limitations. We always attempt
to alleviate occlusions by bending the translation arrows up,
whereas simpler solutions might be available by considering
bending the arrows laterally. The resolution of the point
cloud is limited, which means that distant or small objects
are captured at low resolution which lowers the quality of
the point-based rendering when a geometric is not available.
Even though our depth camera has multiple acquisition
viewpoints, acquisition occlusions remain, which truncates
the visualization of workspace objects when the viewpoint
flips across the workspace from the acquisition viewpoint to
the trainee viewpoint. One future option is to arrange mul-
tiple pods. The scalability of our system could support the
installation of more pods, which can be implemented in both
software and hardware simply by copy and reuse. However,
this approach needs to take into account cost and rate con-
straints, and is therefore not adopted for the time being.

Our current implementation focuses on adapting the cur-
rent instruction based on the state of the workspace after
the trainee completes the previous instruction, and it does
not check for execution correctness. In other words, our
approach focuses on leniency when instructions are not exe-
cuted precisely, and it does not place a limit on the magni-
tude of the deviation between the prescribed and the
executed instructions. One future work could examine inter-
action paradigms where the trainee is asked to refine the
execution of the current instruction until it meets predeter-
mined requirements.

Whereas AVICol tolerates large deviations between
intended and achieved positions of the manipulated object,
there are certain incorrect object manipulation scenarios
from which our current implementation cannot recover. One
such scenario is when the user moves the wrong object and
then ignores the warning about the error and proceeds with
moving a second object. Another scenario is when the user
moves multiple objects simultaneously, e.g., one object with
each hand, or all workspace objects by bumping the work-
space table. Future work could aim to increase the robustness
of the system by implementing longer undo sequences, by
keeping track of multiple incorrectly executed instructions,
and by assisting the user during the undo process. Another
approach for increasing robustness is to try to handle a
workspace where the positions of many or all objects have
been perturbed. This requires mapping the perturbed config-
uration to the default configuration, thereby porting auto-
matically the instructions to the new configuration. AVICol
uses an overhead depth buffer analysis for workspace under-
standing, which objects hiding under other objects can evade.
Future work could extend the analysis beyond single states
to consider sequences of states that could reveal which object
hides where. In addition, our depth difference approach may
also be affected by depth variations produced by environ-
mental changes. 3D object registration and tracking techni-
ques may be able to address the above limitations. Firstly, it
can provide more accurate object positions and determine
the correct start and ending positions of instructions even
when the environment changes. And semantics information
allows checking for execution correctness, identifying more

types of errors as mentioned above. However, this solution is
currently limited by the maturity of model-free object track-
ing technology, tracking stability and other factors, and
remains to be studied.

In addition to addressing these limitations, future work
could investigate alternative sensor placement for the acquisi-
tion of the workspace. For example, modern AR headsets do
acquire workspace color and depth, which allows, in prin-
ciple, acquiring the scene from the trainee viewpoint.
However, the viewpoint of the trainee is uncontrollable for
the expert, which is a distraction for the expert in some cases.
The point cloud information acquired in our experimental
scenarios is already enough for the expert to make correct
instructions. In the future, we will consider how to take into
account the fusion of the two perspectives, so that the expert
can obtain more information about the scene and the first
AR perspective without causing confusion, give more person-
alized instructions, and improve the accuracy and efficiency
of collaboration. Another direction of future work is to inves-
tigate alternative implementations of the AR interface, for
example through a video see-through AR HMD, to remove
the field of view limitation of the optical see-through AR
HMD we have used, or through overhead projection, to
bypass the encumbrance brought by AR HMDs whose form
factor is still inadequate for comfortable extended use.
Finally, future work could investigate deploying our approach
in real world expert-trainee collaboration scenarios.

Notes

1. Microsoft HoloLens 2. https://www.microsoft.com/en-us/
hololens.

2. Vive Cosmos. https://www.vive.com/cn/product/vive-cosmos/
overview.

3. Unity 2020.3.20f. https://unity3d.com.
4. Mirror. https://mirror-networking.com/.
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