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Abstract. In recent years, generative networks have achieved high qual-
ity results in 3D-aware image synthesis. However, most prior approaches
focus on outside-in generation of a single object or face, as opposed to
full inside-looking-out scenes. Those that do generate scenes typically
require depth/pose information, or do not provide camera positioning
control. We introduce EpipolarGAN, an omnidirectional Generative Ad-
versarial Network for interior scene synthesis that does not need depth
information, yet allows for direct control over the camera viewpoint.
Rather than conditioning on an input position, we directly resample the
input features to simulate a change of perspective. To reinforce con-
sistency between viewpoints, we introduce an epipolar loss term that
employs feature matching along epipolar arcs in the feature-rich inter-
mediate layers of the network. We validate our results with comparisons
to recent methods, and we formulate a generative reconstruction metric
to evaluate multi-view consistency.
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Fig. 1: Epipolar GAN. Our approach generates perspective and equirectangular images
undergoing translation. Our network is trained without depth or camera pose data yet
produces omnidirectional scenes with full control of camera position and with structural
consistency between views.
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1 Introduction

Recent advances in generative deep learning have enabled synthesis of 3D-aware
imagery, where different views of the same object exhibit structural coherence.
Most approaches are limited to single objects or faces, where the camera is typ-
ically constrained to a view facing the object, at a fixed distance. However, the
task of generating full immersive environments remains a difficult problem. In
this setting, the camera is no longer constrained but instead can move freely
throughout the scene. This expanded domain, along with the large diversity of
interior environments, presents a challenge for the representational capacity of
existing networks. The problem is alleviated somewhat by incorporating knowl-
edge of camera poses and depth during training [4, 11]. In the absence of such
information, the task becomes more difficult.

We introduce a Generative Adversarial Network (GAN) that attempts to
model the space of interior scenes with omnidirectional imagery, without requir-
ing depth and/or camera pose information per image (e.g., unlabeled, unposed
RGB images) (Fig. 1). Our network does not explicitly or implicitly represent
the scene geometry or volume, yet allows for full camera movement within the
generated environment. We achieve this with a set of input volumetric Fourier
features which are projected onto a spherical sampling surface, which in turn
enables a simulated shift in perspective in the output layer. To further reinforce
multi-view consistency, we develop an additional loss term that exploits epipolar
geometry constraints. We evaluate the structural coherence of our output with
a new generative reconstruction metric and compare related prior methods.

Our contributions can be summarized as follows:

e we introduce a generative adversarial network with omnidirectional output
and full camera control without requiring depth and/or camera pose infor-
mation;

e we describe a loss term that utilizes epipolar geometry to encourage multi-
view consistency;

e we define a polar filtering method that improves generated image quality
near the poles (e.g., when looking upwards or downwards from the current
viewpoint); and

e we measure the consistency of generated images with a new reconstruction
metric.

2 Related Work

The past few years have seen a dramatic increase in the quality of generative
AT imagery. Advancements in GANs [13] have resulted in photorealistic image
synthesis [19, 21], with controllable attributes [37], and on large multi-modal
datasets [5,12]. Recently, diffusion models [17,31,35,42] have also found success
in synthesizing high quality 2D images. In parallel, the development of neural
radiance fields (NeRFs) [3, 28] has driven rapid progress in 3D representations
within a network. Although the original NeRF formulation is not generative (i.e.
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it learns a single volume from a collection of images), there have been recent
works [6,7,14, 32,34, 36] that seek to combine NeRF with generative models in
order to synthesize volumes for 3D-aware and multi-view consistent imagery.

Table 1: Summary of comparisons to related work. Camera control: whether the
network or output enables explicit control over camera position. Omnidirectional:
whether the network produces omnidirectional image content. Without depth/pose:
whether depth or annotated camera pose is not required at training time.

Camera control Omnidirectional Without depth Without pose

BIPS [33] v v X v
GSN [11] v X X v
GAUDI [4] v X X X
DiffCollage [45] X v v v
CubeGAN [27] X v v v
EpipolarGAN (ours) v v v v

While many such works focus on single object or face synthesis from an
"outside-in" pose distribution, typically over SO(3), comparatively few methods
have approached the task of full scene "inside-out" synthesis. BIPS [33] generates
omnidirectional RGB-D images from partial depth input, which can be unpro-
jected into a 3D mesh of an interior scene. Besides utilizing depth information,
they also require prior knowledge of room layouts during training, limiting the
ability to train on real datasets without detailed annotations. GSN [11] proposes
a GAN architecture that models a scene as a set of local radiance fields, con-
trolled by a hierarchy of global/local latent codes. Although the network has the
capacity to generate large and complex scenes, the results lack consistency be-
tween views due to non-ideal upsampling. Further, the generated scenes closely
resemble the scenes in the training dataset, bringing into question the generaliz-
ing power of the network — nonetheless, we compare to this method in the results
section. Another recent work in this domain is GAUDI [4], which optimizes an
empirical latent distribution to minimize reconstruction error of a generated ra-
diance field across a set of camera trajectories. The empirical distribution is then
sampled using a diffusion model. However, inference is slow due to the diffusion
network, and training requires annotated camera pose trajectories and per-frame
depth. Our method generates omnidirectional imagery without the use of depth
or camera pose information.

Orthogonal to 3D-aware scene generation is the task of omnidirectional or
panoramic image generation. This has been extensively studied, however many
methods focus on horizontal panoramas [23,24,40,44] or infinite image genera-
tion [2,10,25,38] but do not consider true omnidirectional output that includes
the polar regions. Some works focus on omnidirectional high dynamic range
(HDR) image generation [9,43] for use in lighting tasks. While these HDR, meth-
ods output full omnidirectional images, they are not intended for direct visual-
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Fig. 2: Network Layout. Camera poses p are used to reproject the Fourier features
prior to synthesis. Latents z are sampled and duplicated into pairs, producing pairs of
identical scenes with different camera positions. Epipolar loss Lcp; is evaluated on the
pairs.

ization and thus they do not avoid acyclic discontinuities and polar distortions.
Other works turn to a cube-map representation; e.g., CubeGAN [27] employs
volumetric Fourier features and incorporates a padding resampling operation to
maintain continuity between cube faces. However, the resampling operation is
expensive and leads to slow training time. CubeGAN also demonstrates camera
movement within a scene, but only when trained with a densely sampled image
set of a single scene. Further, control of the camera is embedded in the latent
space and difficult to map to spatial coordinates. Recently, DiffCollage [45] was
proposed as a diffusion model that takes into account graph topologies during
image generation. Among the demonstrated configurations is a cube-map rep-
resentation, which is conditioned on a semantic segmentation map. Both Cube-
GAN and DiffCollage produce seamless, distortionless panoramic images, but
neither method allows for controlling the viewpoint.

Our work in relation to others can be summarized by Table 1. We propose an
approach that generates full, seamless and distortionless omnidirectional images,
allowing for direct control over the camera position, and without requiring depth
and/or camera pose information at training time.

3 Methodology

We first describe our base network including our modifications to support equirect-
angular imagery. Next, we incorporate a camera position as an input to the ini-
tial network layer, and explain the resampling process to simulate perspective
change. We also address the issue of polar distortion with additional frequency
filtering near the image boundaries. Finally, we introduce our epipolar loss term
to further reinforce consistency between generated viewpoints (Fig. 2).

3.1 Network Layout

We begin by building from the StyleGAN3 [19] network, for which we give a brief
overview. StyleGAN3 consists of a mapping network which transforms input la-
tent vectors into an intermediate representation, and a synthesis network whose
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individual layers generate image features at progressively higher resolutions. It
is distinguished from its predecessors [18,20,21] by its strict control over aliasing
and allowed frequencies within the network. This is accomplished with specifi-
cally designed filters for upsampling and downsampling, which are additionally
used to band-limit the nonlinear activation function in each layer. The input to
the first layer is replaced by features generated from a fixed set of 2D frequen-
cies and phases, which enable explicit control over the orientation and offset of
the generated images. The resulting network is equivariant to 2D translation
(StyleGANS3-T configuration) or rotation (StyleGAN3-R configuration).

In modifying this network for equirectangular image generation, we specif-
ically choose the StyleGAN3-T configuration. This selection is because for an
equirectangular projection, a horizontal translation in image space is equivalent
to a 3D rotation about the Y axis, so translational equivariance allows the same
scene to be generated regardless of its equatorial orientation. Neither vertical im-
age translation nor planar rotation are applicable to equirectangular projections,
so we do not consider the rotationally equivariant StyleGAN3-R configuration.

Before we begin to modify the network, we must first consider the impli-
cations of generating equirectangular images. Our first observation is that the
generated signal is no longer planar, but spherical. As such, we must redefine the
frequencies that make up the signal to be angular frequencies. In an equirect-
angular projection, each column of pixels subtends an angle of 180°, and each
row 360°. This requires us to support non-square aspect ratios. Specifically, we
force the width of the generated images to be twice the height. For the purposes
of determining frequency cutoffs for each layer, we consider the height to be the
angular sampling rate.

Our use of angular frequencies must now reshape the construction of the
input layer to the synthesis module. To this end we extend the volumetric fre-
quency scheme of [27]. Specifically, we represent the input signal as a spherical
manifold of unit radius, along which we sample the values of a fixed set of 3D
frequencies and phases. The resultant signal is projected onto our equirectan-
gular image plane and subsequently used as the input to the first layer of the
network. Similar to the base StyleGAN3 input layer, we can directly scale and
rotate the frequencies in 3D, correspondingly transforming the output image in
a fully equivariant network.!

Our second observation is that a spherical manifold has finite area, as opposed
to a plane. As a consequence, the image content at the borders of our equirectan-
gular representation must seamlessly align with content at the opposing edges.
While the input layer is seamless by construction, repeated convolutions in sub-
sequent layers quickly accumulate discontinuities. Ignoring image borders [25] or
expensive image resampling operations [27] are typical options. However, for our
equirectangular projection, we only need to copy pixel values into the respective
padding regions, without resampling, to ensure spherical agreement. Specifically,
the equirectangular image is horizontally cyclic and vertically reflective with a

! Since our network is only planar-translationally equivariant, only 3D rotations about
the Y axis purely change the orientation of the output.
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180° longitudinal shift. We perform this border fix at each layer before the up-
sampled activation.

StyleGANS3 applies adaptive augmentation [18] to both generated and dataset
images prior to discrimination. Augmentations include both geometric and color-
space transformations, and serve to strengthen the discriminator’s ability to
generalize. We extend the set of geometric augmentations to account for the
spherical topology of our images. Instead of transforming the image as a 2D
plane, we consider that each input pixel samples a 3D direction and accordingly
convert from spherical coordinates x; € R? to Cartesian coordinates y; € R3.
Transformations M € R3*3 are directly applied to these 3D vectors, which are
then normalized and converted back into spherical coordinates X; € R? before
resampling the image:

cos(x;,¢)cos(X;,9)

yi = |sin(xi,4) ; (1)
cos(x;,¢)sin(x;,9)

M x y;

o Mxy, ©)
M X |

_ arctan(y; /¥ ) ) (3)

arcsin(¥;. )

The resulting output is still an equirectangular projection, but the omni-
directional content is scaled and rotated with respect to the input. Note that
these transformations exclude 3D translation, for several reasons. We do not
have depth information, so we cannot accurately translate in 3D. Even if we
did have depth, resampling would cause issues with occlusions and disocclusions
in the image. In the absence of depth, we consider the omnidirectional content
to exist infinitely far away, and thus any 3D translations would not affect the
output.

With these modifications, the network can train on and generate equirect-
angular projections of omnidirectional images. In the following sections we will
discuss our additions to enable 3D translation of the camera while maintaining
consistency between viewpoints.

3.2 Translational Reprojection

Camera movement in the output scene is enabled by reprojection of the features
at the input layer. The features are defined as a fixed set of frequencies and phases
in 3D (i.e., planar sine waves), which are sampled along the surface of a unit
sphere centered at the origin. Given a camera position p € R3, we build the initial
equirectangular image by casting rays 0 through each pixel and intersecting with
the sampling sphere. The value of the sinusoid at the intersection point r becomes
the pixel value. Given that the sphere has unit radius and p is within the sphere,
the intersection equation reduces to:
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Fig. 3: Translational reprojection. a) Top-down view of two camera viewpoints within
the sampling sphere, with A at the center and rays projected from B. b) Input features
projected onto the views of both cameras, and the corresponding projected features
and exemplary translated generated output.

r=p-+ti, t=—t-p++/(a-p2—-p-p+1. (4)

Figure 3 demonstrates the effect of translational reprojection in the input
layer. As the input signal is warped according to the camera’s position, the
perspective is similarly translated in the output image. We sample camera po-
sitions with a truncated Gaussian distribution P = N(0,02I); ||p ~ P|| < 0.75
such that any sampled position is guaranteed to be within the sampling sphere,
with distance at least 0.25 from the sphere’s surface. In practice we set o2 =
[0.125,0.00625,0.125] as an ad-hoc estimation of the dataset camera distribu-
tion, as the perspective is typically in human height range, and not very close
to the walls of the scene.

3.3 Epipolar Loss

In reprojecting the input features according to the camera position, we establish
a strong foundation for the network to build view-dependent imagery upon,
while retaining the same overall scene characteristics. However, the network is
not equivariant to changes in camera position. This can be demonstrated by
considering two viewpoints given the same latent vector, as shown in Figure 3.
Camera B is closer to the surface of the sampling sphere than camera A, so the
sampled input features appear larger from B’s perspective than from A’s. In other
words, the same input features have lower angular frequency in one view than
the other, causing successive bandlimited layers to filter the signals differently.
On one hand, this is actually a desirable property. Camera movement should
incur parallax, which in a completely equivariant system would not occur. On
the other hand, without strict handling of the synthesized content, the generator
has too much freedom and develops view-inconsistent imagery.
We design an additional loss term to incentivize learning structurally-consistent

generation in a stochastic manner, without sabotaging the network’s ability to
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Fig. 4: Epipolar loss. a) Epipolar arc formed by projecting ray aé onto the sphere
centered at b. The feature ¢ appears at the extremes of the arc when it is located
at a or infinitely far from a, respectively. b) Despite the center wall having relatively
little textures in the RGB output (top), the intermediate layers contain rich features
suitable for feature matching (bottom). c) The ideal correlation (top) along an arc
(horizontal axis) has a funnel shape. The earlier layers (vertical axis) contain lower
frequencies than later layers, thus the correlation width progressively shrinks. Example
correlations found during training (bottom) also have a rough funnel shape.

introduce multi-view disparity. Our formulation has its roots in epipolar geome-
try [15], specifically the notion that an observed point ¢ of unknown depth in one
camera a can be seen in another camera b along the ray aé projected onto b’s
image plane. In the omnidirectional setting (Fig. 4a), this projected line becomes
an arc: the projection of aé onto the sphere centered at b.

We use this concept to design our loss term. If an image feature is visible
from one view, we should find it along an arc in a second view. During training,
we sample 4 pairs of identical latents z ~ N (0,I) and n camera positions p ~ P,
resulting in 5 pairs of the same scene from two different viewpoints. From each
view, we sample k random features @t € S? and their corresponding epipolar
arcs in the opposite view, and attempt to find the features in their arcs via
cross-correlation feature matching. A strong set of correlations indicates a high
degree of structural coherence, because it means that the same image features are
present in both views in locations predicted by the relative camera displacement.

In feature matching literature, it’s important to choose strong features in the
first place (e.g., SIFT features [26]), because not all image patches will produce
strong correlations between images. A blank, featureless wall for example would
be a poor choice. While such walls do appear in our dataset and generated
images, we note that they are only "featureless" in the output RGB layer. The
intermediate layers have higher channel depth and much richer features (Fig. 4b),
thus we perform cross-correlational feature matching within the internal layers
of the synthesis network to avoid sampling bad features.

Let C € RYX™ be a set of correlations for a single feature along an arc of
length m in [ intermediate layer images. The loss function consists of two parts.
First, we desire a strong correlation in a single location along the arc, and weak
correlations elsewhere. Thus, we normalize C to the [0...1] range independently
per layer and penalize the mean value:
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Fig. 5: Polar Filtering. a) Polar views when trained without filtering, and with blended
and per-row filtering. No filtering causes "pinching" near the poles, while blended
filters and per-row filters alleviate the effect to a degree. b) Visualization of blended
and per-row upsampling filters, and the absolute error between them (max error is
0.027). ¢) Frequency response of the filters from b). Per-row filters have more aggressive
attenuation in the stopband than blended filters.

B C — min(C) 1 B
€= max(C) — min(C)’ Lmean = l-m %’; c. 5)

Additionally, we want the strongest correlations along the arcs to line up
between the layers. We calculate the mean of C across all layers, representing
the alignment of strongest correlations along the arc. A high value at a particular
location indicates that multiple layers had strong correlations in the same spot.
Then we take the maximum along the arc and penalize values less than 1:

1 _
Latign =1 — max <7 ; C) . (6)

We combine these two terms to arrive at our epipolar loss:

ﬂepi = Emean + Bﬁaligrr (7)

In practice, we set 8 = 10 and k£ = 16. [ is the number of layers in the
synthesis network, and m depends on the sampling rate and angle between the
feature and the epipole. Figure 4c shows the ideal correlation shape incentivized
by our loss, along with example correlations found during training. More details
on epipolar arc sampling and loss weight can be found in the supplementary
material.

3.4 Polar Filtering

One challenge of generating equirectangular imagery is in preventing distortions
or "pinching" effects due to the extreme disparity in the angular sampling rate
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near the poles versus at the equator. We observe that each row of pixels projects
a circle onto the unit sphere of circumference C as a function of the latitude ¢:

C = 2mcos(¢). (8)

As a result, pixel rows near the poles have a much shorter arc length than
those near the equator, yet our bandlimiting filters do not make any distinction
between them. Allowing the same frequencies in the top row of pixels as in
the middle results in undesired higher angular frequencies near the poles in
the output, causing the aforementioned distortions. We address this issue with
spatially varying filters.

The ideal spatially varying filters to use would need % + 1 filters instead
of just 1 and it would be quite time consuming computationally. As a more
efficient alternative, we experiment with an approximation of per-row filters by
blending between the initial "equatorial" filter and the extreme "polar" filter,
using cos(¢) as the blend weight. This yields a roughly 4 increase in speed as
compared to a different filter per row. Figure 5b) shows a visual representation
of the blended and per-row filters from the zenith to the equator, along with the
absolute difference between them, and Figure 5c) plots the frequency response
for both variants. While the per-row filters exhibit stronger attenuation near the
equator, the attenuation drops off near the poles in both methods. Larger filters
would help here, but training time becomes prohibitively slow.

Figure 5a) shows example outputs of our network when trained without polar
filtering and with per-row and blended filtering enabled. Due to the long training
time, filtering was enabled on a model trained without filtering and retrained for
a small number of iterations. While polar filtering visually reduces the amount
of distortion, the effect is not completely absent. We suspect that training for a
longer time would help this further.

4 Evaluation

We evaluate our network with an ablation study for each of our additions. We also
compare to other related works both qualitatively and quantitatively. Finally, to
evaluate reconstruction quality, we introduce a new metric based on structure-
from-motion.

4.1 Training Configuration

We run all our experiments on RGB images extracted from the Pano3D dataset
[1], in total consisting of 35k equirectangular images of interior spaces, at a res-
olution of 512 x 256 pixels. Aside from our previously described modifications,
we reduce the number of synthesis layers from 14 to 12, which made training
more stable. Otherwise, we train with the default configuration settings of Style-
GANS3, using a batch size of 32. Tuning the R1 regularization weight to a value
of 16 yielded the best results. Models trained on a machine with two NVIDIA
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A100 GPUs at an average speed of 52 seconds per 1000 images (s/kimg) with-
out any polar filtering (see Sec. 3.4), at 236 s/kimg using our blended filter
approximation, and at 983 s/kimg using approximately ideal per-row filters.

4.2 Reconstruction

To evaluate the effectiveness of our epipolar loss term (Section 3.3), we describe
a metric based on global structure from motion (SfM) [29] with the goal of
measuring the multi-view coherence of our generated scenes. Intuitively, a low
reconstruction error across many scenes indicates a tendency to synthesize high
quality image-space correspondences between positions. We do not have ground
truth scene geometry to compare to, so we rely on measuring the error of recon-
structed camera poses, for which we do have ground truth.

Let S be a set of scenes represented by latent vectors. For a given scene s € .S,
we generate n views with camera positions p;c1..n},s ~ P, and then recover a
subset of m reconstructed camera positions q;jc{1...n},s using OpenMVG'’s [30]
global SfM solver with the equirectangular projection model. The reconstructed
camera positions are fit to the ground truth camera positions with a homoge-
neous rigid transformation M, € R3*? obtained from the Kabsch-Umeyama
algorithm [41]. We calculate the mean over all scenes and the RMSE between
the fit reconstructed camera positions q; , = My x [q}?s, 1]7 and ground truth
positions:

1

SfM RMSE = —
Bl

> RMSE(p;.s: dj.s) (9)

seS

The subset of recovered poses is also an indicator of reconstruction quality,
and is obtained by calculating the mean fraction of recovered poses:

1 m
SIM NP = — — (10)
EP
In practice, we let |S| = 1000 and n = 16 to balance compute time with

generalization over a large number of scenes. We report both RMSE and NP in
our ablation study in Table 2.

4.3 Ablation Study

We study the effect of each of our modifications to the network in Table 2.
Each configuration described below is trained to only 2000 kimgs (because of
the lengthy training time) and we measure SfM reconstruction error and pose
fraction. Configuration A is our initial baseline of StyleGAN3 with translational
equivariance. The only change we have made here is to enforce 2:1 rectangular
outputs. It does not support camera motion. Configuration B enables the set
of modifications to support spherical imagery described in Section 3.1 and Sec-
tion 3.2, namely: spherical input Fourier features with translational reprojection,
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equirectangular border fixing via pixel blitting, and spherical augmentation oper-
ations. Configuration C applies additional filtering near the polar regions, using
approximate ideal per-row filters (Sec. 3.4). Due to the lengthy training time,
this configuration was resumed from configuration B at 1900 kimgs and trained
for an additional 100 kimgs. Finally, configuration D includes our epipolar loss
term (Sec. 3.3) also trained to 2000 kimgs (the results of it being trained for
more time is in Table 3). As in configuration C, this configuration was trained
without polar filtering for 1900 kimgs, and then resumed with polar filtering
enabled for 100 additional kimgs.

Table 2: Ablation study

Configuration @ 2000 kimgs SfM RMSE x107® |  SfM NP 1

A: StyleGAN3-T [19] - -

B: + Trans. reproj. 7.47 + 8.45 0.731 £ 0.391
C: + Polar filtering* 7.36 £+ 6.88 0.75 £+ 0.381

D: + Epipolar loss 7.25 + 7.15 0.775 £+ 0.368

For the first (A) and last (D) configuration, we also measure the FID [16]
as well a custom variant of the FID, FID-Poles, that specifically looks at the
polar regions of the generated images to quantify polar distortion effects. This
is done by reprojecting the equirectangular images to two 90° field of view per-
spective images of size 128 x 128 pixels, facing up and down respectively, before
computing the FID as normal. StyleGAN3-T has an FID of 16.7 and FID-Poles
of 73.0. Our configuration D has an FID of 15.0 and a FID-Poles of 58.6. This
implies that at this abbreviated training stage, our method is able to produce
imagery of similar to (though slightly better than) StyleGAN3 but with camera
control ability. Further, our method’s improved FID-Poles measure reflects the
betterment provided by our pipeline, especially the polar filtering component,
for observing the poles.

4.4 Comparisons

We compare to related works both visually and quantitatively. Figure 6 shows
visual comparisons of equirectangular and bottom-facing views from our method
as well as that of StyleGAN3 [19], GSN [11], and CubeGAN [27]. Since Style-
GANS3 is designed for 2D planar images, it does not model the cyclic topology
of omnidirectional images, causing seams and polar distortions at the boundary.
GSN does not natively output equirectangular images, but we produce such im-
ages by stitching together perspective outputs in a cube layout. Due to non-ideal
upsampling, artifacts at the borders of each image are visible in the combined
output. CubeGAN is specifically designed for omnidirectional imagery, and does
not produce any seams or distortions in its output. However, we note that Cube-



CubeGAN

EpipolarGAN 13

EpipolarGAN

Fig. 6: Visual comparisons to other works. StyleGAN3 does not specifically handle
equirectangular images, so the output is not cyclic and meridian seams are visible in
the center and bottom views. Bottom views also show polar distortion. GSN equirect-
angular images are created by stitching together 90° field of view perspective outputs,
which exhibit seams at each image’s boundary. Both CubeGAN and EpipolarGAN’s
outputs have neither seams nor distortions, but CubeGAN does not enable camera

control.
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Table 3: FID and SfM of related works.

FID | SfM RMSE x1072 | SfM NP 1

GSN [11] 43.32 7.80 0.77
GAUDI [4] 18.52 - -
EpipolarGAN (ours) 10.78 6.64 0.716

GAN does not allow for camera movement. Our approach also does not contain
seams, while also allowing for positional control over the camera.

Table 3 has quantitative comparisons between our method and GSN [11] and
GAUDI [4]. We reproduce FID values from [4] on the VLN-CE [22] dataset,
which uses Matterport3D [8] environments, a subset of the Pano3D [1] dataset
we train on. Our network is trained on Pano3D for 20k kimgs. We note that
because of the different datasets, the FID values are not directly comparable.
We also measure the SfM reconstruction metric on GSN using the pretrained
weights provided by the authors on the Replica [39] dataset. At the time of
writing GAUDI did not have available source code.

5 Limitations & Conclusion

We have presented a network for learning to synthesize omnidirectional images of
interior scenes. By resampling input features, we enable explicit camera motion
within a generated scene. The network is incentivized to produce geometrically
correct and multi-view consistent imagery by use of an additional epipolar loss
term, which matches features along epipolar arcs in the intermediate layers of
the network. Our results are validated with an ablation study, by measuring the
reconstruction error of generated scenes, and in comparisons to related works.

One particularly overt limitation is that we do not actually have full range
of motion with the camera. Since the translational reprojection step essentially
offsets the sampling sphere in space, we cannot move the camera outside of its
radius. Alternatively, instead of geometrically translating the sampling sphere,
we could offset the phase of the sampled input frequencies along the direction
of motion, which would allow for unbounded translation. However, doing so
significantly alters the image content between views and in our experiments this
has led to unstable training. Stabilizing this approach is an avenue of future
work.

Although we focus on multi-view consistent output, our approach does not
inherently model 3D scene geometry. As a result, complex environments are not
easily represented. In particular, occlusions pose a challenge since the appearance
and disappearance of objects is at odds with our epipolar loss. Our primary ad-
vantage over radiance field representations is facilitating the use of un-annotated
images without depth or camera pose information, and training on single-image
scenes (e.g., without image pairs of the same scene). Under these conditions, the
task of full-scene omnidirectional synthesis remains an unsolved problem.
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