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Remark: DTMs parallel symmetric normalized Laplacian matrices.
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## Proposition (Modal Decomposition of Bivariate Distribution [Hir35, Lan58, Ben73])
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\begin{aligned}
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- DTM function is bijective and continuous. (So, $\mathbf{B}$ is equivalent representation of $P_{X, Y .}$ )
- Proofs utilize Perron-Frobenius theorem.
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## Representation of Conditional Expectation Operators

Question: Why use conditional expectation operators with specific choices of Hilbert spaces?

- $\mathbf{P}_{X \mid Y}$ is characterized by $P_{X \mid Y}$
- To get SVD of $\mathbf{P}_{X \mid Y}$, choose output Hilbert space $\mathcal{L}^{2}\left(y, P_{Y}\right)$
- Instead of $P_{X}$, choose input Hilbert space $\mathcal{L}^{2}\left(X, Q_{X}\right)$ for any distribution $Q_{X}>\mathbf{0}$
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\left\|\mathbf{P}_{X \mid Y}\right\|_{Q_{X} \rightarrow P_{Y}} \triangleq \max _{f \in \mathcal{L}^{2}\left(X, Q_{X}\right) \backslash\{\mathbf{0}\}} \frac{\left\|\mathbf{P}_{X \mid Y} f\right\|_{P_{Y}}}{\|f\|_{Q_{X}}}
$$

## Theorem (Weak Contraction)

- $\min _{Q_{X}>0}\left\|\mathbf{P}_{X \mid Y}\right\|_{Q_{X} \rightarrow P_{Y}}=\left\|\mathbf{P}_{X \mid Y}\right\|_{P_{X} \rightarrow P_{Y}}=1$. (data processing inequality for $\chi^{2}$-divergence)
- For any $Q_{X}>\mathbf{0},\left\|\mathbf{P}_{X \mid Y}\right\|_{Q_{X} \rightarrow P_{Y}}^{2} \geq 1+\chi^{2}\left(P_{X} \| Q_{X}\right) \triangleq \sum_{x \in X} \frac{P_{X}(x)^{2}}{Q_{X}(x)}$.
- Answer: $Q_{X}^{*}=P_{X}$ is unique input Hilbert space that makes $\mathbf{P}_{X \mid Y}$ a weak contraction.
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## Estimation of $k \in\{1, \ldots, K-1\}$ Dominant Feature Functions

- Estimate $f_{1}^{*}, \ldots, f_{k}^{*}$ using $\check{f}_{1}^{*}, \ldots, \check{f}_{k}^{*}$ under loss function:

$$
\sum_{i=1}^{k}\left\|\mathbf{P}_{X \mid Y} f_{i}^{*}\right\|_{P_{Y}}^{2}-\sum_{i=1}^{k}\left\|\mathbf{P}_{X \mid Y} \check{f}_{i}^{*}\right\|_{P_{Y}}^{2} \geq 0
$$

- First term equals $\sigma_{1}^{2}+\cdots+\sigma_{k}^{2}$.


## Theorem (Sample Complexity Tail Bound II)

$$
\forall 0 \leq \delta \leq 4 k, \quad \mathbb{P}\left(\sum_{i=1}^{k}\left\|\mathbf{P}_{X \mid Y} f_{i}^{*}\right\|_{P_{Y}}^{2}-\left\|\mathbf{P}_{X \mid Y} \breve{f}_{i}^{*}\right\|_{P_{Y}}^{2} \geq \delta\right) \leq(|X|+|y|) \exp \left(-\frac{n p_{0} \delta^{2}}{64 k^{2}}\right)
$$

- To estimate $f_{1}^{*}, \ldots, f_{k}^{*}$ within fixed error and confidence, $n$ must be quadratic in $k$.
- Proof exploits: 1) matrix generalization of Bernstein's inequality, and 2) singular value stability result known as Weyl inequality.
- Analogous results hold for estimation of $g_{1}^{*}, \ldots, g_{k}^{*}$ using $\check{g}_{1}^{*}, \ldots, \check{g}_{k}^{*}$.


## Estimation of $k \in\{1, \ldots, K-1\}$ Dominant Feature Functions

Theorem (Sample Complexity Tail Bound II)

$$
\forall 0 \leq \delta \leq 4 k, \quad \mathbb{P}\left(\sum_{i=1}^{k}\left\|\mathbf{P}_{X \mid Y} f_{i}^{*}\right\|_{P_{Y}}^{2}-\left\|\mathbf{P}_{X \mid Y} \check{f}_{i}^{*}\right\|_{P_{Y}}^{2} \geq \delta\right) \leq(|X|+|y|) \exp \left(-\frac{n p_{0} \delta^{2}}{64 k^{2}}\right)
$$

## Corollary (Mean Squared Error Risk Bound)

For every sufficiently large $n$ such that $\frac{p_{0} n}{64} \geq \frac{1}{|X|+|y|}$ and $\frac{p_{0} n}{4} \geq \log \left(\frac{p_{0} n}{64}(|X|+|y|)\right)$,

$$
\mathbb{E}\left[\left(\sum_{i=1}^{k}\left\|\mathbf{P}_{X \mid Y} f_{i}^{*}\right\|_{P_{Y}}^{2}-\left\|\mathbf{P}_{X \mid Y} \check{f}_{i}^{*}\right\|_{P_{Y}}^{2}\right)^{2}\right] \leq \frac{64 k^{2}\left(\log \left(p_{0} n(|X|+|y|)\right)-3\right)}{p_{0} n}
$$
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## Main Contributions:

- DTMs are entry-wise strictly positive matrices with spectral norm 1.
- Unique Hilbert spaces yield conditional expectation operators that are weak contractions.
- Sample complexity bounds for learning modal decompositions from training data.


## Conclusion

## Main Contributions:

- DTMs are entry-wise strictly positive matrices with spectral norm 1.
- Unique Hilbert spaces yield conditional expectation operators that are weak contractions.
- Sample complexity bounds for learning modal decompositions from training data.


## Main Future Direction:

- Sharpen and generalize sample complexity results using matrix estimation ideas.


## Thank You!

