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Lecturer: Wei Zhan Scribe: Wenbo Xie

1 Pseudorandom Quantum State

As Haar random states are hard to prepare, we would like some quantum states that can be
efficiently prepared while indistinguishable from Haar measure. This leads to the notion of
pseudorandom quantum states.

Definition 1. An n-qubit pseudorandom state (PRS) ensemble is a set of states {|1y)} such
that:

e Fach |1,) can be prepared by a P-uniform quantum circuit of size poly(n), where the
P machine is given the key (seed) k € {0,1}" as input with ¢ < poly(n).

e The ensemble {|1},)} is indistinguishable from Haar random states, even when multiple
copies of the states are given. That is,

E | [A([40)™)] -

ke{O,l}z [p)~Haar(N)

[A (I9)*)]| < negl(n)

for every polynomial-time quantum distinguisher A, and every t < poly(n).

Notice that the definition is a direct analogy of classical pseudorandom generators, except
for the t-copy part. For PRG it is unnecessary to specify the number of copies as the bit
strings can be directly copied by the algorithm A when needed. However, quantum states
in general cannot be copied:

Theorem 1 (No-Cloning Theorem). There is no quantum algorithm U that, given a state
|1), outputs a state close to |¢)|yp). That is, there is no unitary U such that

1U19)107) = 1)) ll2 < 0.1
for every n-qubit state |¢).

Proof. Let |¢) and |¢) be two quantum states. Suppose that there is a unitary U such
that | U])|0™) — |¥) )|l < 0.1. Applying U to the state |¢) and |¢) and taking the inner

product between the resulting states, we get

(WO |UTT19)[0") = (¥]e)



On the other hand, taking the inner product between two copies of [¢)) and two copies of
), we get

(D (e)e))] = | (wlo) .

Using the assumption, we can get

116} = 1(wlo) |
= ||l wTiono| - iwitn o]

< [@HOMUTT19)10") = (Wl (i6) )
= @l U U18)10) = @I T (10)18)| + |00 (8)16) — (I (16} )

< U190% Ml - 1U10)107) — |9 |l + [1U19)107) = ) [l - 1o}
<0.2
which implies | (¢0]¢) |* > | (1]¢) | — 0.2. But, it cannot hold for all |¢)), |). O

More over, multiple copies is necessary to ensure that the ensemble actually looks random.
Since A consists of quantum operations, it is linear in the density matrix of the input state,
which implies

E [A (|¢k><¢k|®t)] =4 ( E . [|¢k><¢k|®t}) :

k~{0,1}" k~{0,1}

If there is only a single copy of each state |¢) (i.e., t = 1), then the random basis states

|) = |k) (with £ = n) also satisfies the definition of PRS, as both {]E } [|k)(k|] and
k~{0,1}"

“ éE " [[¢)(¥|] are &Iy and they cannot be distinguished by any quantum algorithm,

thus making the definition trivial. In contrast, even with two copies a random basis state can
be easily distinguished from a Haar random state: when measured over the computational
basis, two copies of the basis state always gives the same outcome while a Haar random state
will give a different outcome on each copy.

1.1 Exotic Properties of PRS

Despite the similarities in their definitions, there are many properties of PRG we list below
that is not shared with PRS, mostly due to the fact that Haar random states are much more
complex objects that random bit strings.

Cannot be shortened: The first n — 1 bits of a PRG output is also pseudorandom, but
given an n-qubit PRS, its first n — 1 qubit is not an (n — 1)-qubit PRS. Even the first single
qubit is not a single-qubit PRS. This is because the partial trace of a Haar random state is
highly likely close to a maximally mixed state, instead of a random pure state.
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Cannot be extended: The output length of a PRG G can be doubled by considering
(G(s),G(s")) with two independent seeds s and s’. This does not work with PRS, as the
resulting state is a product state but a Haar random state on 2n qubits are almost always
entangled.

No trivial seed length: For PRG we require the seed length ¢ to be smaller than the
output length n since otherwise it is trivial. For PRS we don’t have trivial construction for

any ¢ < poly(n).

No distinguisher < next-qubit predictor: This crucial property for PRG does not
have a PRS counterpart, mainly due to the first property that a part of the PRS is not PRS,
thus breaking the hybrid argument.

These properties rends almost every trick we used for classical PRG unusable for PRS.
Therefore, to reason about PRS we have to go back to the fundamentals and understand the
structure of Haar random states.

2 State Design

Definition 2 (State Design). An ensemble of states {|1})} is called a state t-design if

E (o)™ = B ()]

[tp)~Haar(N)

Remark 2. Notice that the notion of state design is incomparable with PRS: While state
design asserts statistical indistinguishability which is stronger than the computational indis-
tinguishability of PRS, the number of copies ¢ here is fixed while the indistinguishability of
PRS needs to hold for every polynomial ¢. However, when ¢ is superpolynomial, a ¢-design
is directly a PRS.

Remark 3. Another way to think about t-design is that it is a quantum analog of classical
k-wise uniformity. This can be seen by think of a random vector X € {0,1}". We have X
is k-wise uniform, if and only if

EX® = E [U%.
X U~{0,1}"

In both state designs and PRS, the key question is to under stand what exactly is

» E . [(J¥)(¥])®']. When ¢ = 1 we know it is the maximally mixed state +Iy. When
= 2, what is
E ®219
) ([ ()®"]

|1)~Haar

One might guess that it is (%I N)®2, but there is a simple argument showing it is not.



|v2)

Figure 1: SWAP Test

2.1 SWAP Test

First, we define the the SWAP operator. The SWAP operator is the unitary that maps
|0Y|p) — |p)|) for every two n-qubit states |¢) and [¢)). Moreover, one can define the
controlled-SWAP (cSWAP) as follows:

0)|)]6) = 10)|4)9),
D)) = (D))

Now, let us consider the circuit in Figure 1, and valuate the quantum state before the
measurement. Starting with |0)]1)]¢):

cSWAP : {

0}}16) 2 —=(10) + ID)IHe)

\/_
cswap 1
WAL, (0)14316) + 1)) 1)
g 1
2 ZS(116) + 1o
= 2[00 16) +16)1) + 1) (131 — ).

Measuring the first qubit, the probability that the measurement outputs 1 is

2

Prloutputting 1 = | (1)16) - Io))

—T 11— (6l) 16) — (016 (1)
- S wlo) P

if [¢) = |¢),
if [¢)) and |¢) are orthogonal.
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Now, we go back to the second example above. Clearly, |¢))|¢) for all quantum states passes
the SWAP test and [i)|j) won’t pass for all computational basis vector |i) # |j), which

implies Eyy [(|1) ()])#?] passes SWAP test and # > 10 @ [5) (] = (%[N)®2 does not.

3 Symmetric Subspace

In general, the state » E (N)[(|w)(¢|)®t] can be characterized by the two properties:
~Haar

e Invariance under SWAP applied on any two copies;
e Invariance under U®" for every U € U(N).

To characterize the first property, we define the symmetric subspace Symy , be the sub-
space of (CN)®t spanned by states invariant under SWAP operations:

Symy, = {[) € (C")*" | SWAP[u) = [¢:), Vi j} .

Since SWAP operations generate all permutations over the copies, that is, for o € S, (the
symmetric group on t elements), define the permutation operator

Va : |¢l> K& |wt> = |77Z)0'(1)> Q- ® |¢o’(t)>7

then the symmetric subspace can be equivalently defined as

Symy, = {lu) € (€")*

Vlv) = [¥), Yo € S,

Define the symmetrization operator

1
Moy = >V,

o€S,

We have the following properties:
1. Hgym = I, (since ZJ,TESi V.V = ZO’,TESt Vo, =t>_V,).
2. Ml =Ty (since S, Vi =3 V1=3"V,).
3. Ilgym|h) = [¢) for all [¢) € Symy,.
4. Mg|¢) € Symy, for all [¢) € (CV)*".

This means that Il,, is the orthogonal projection onto Sym,y,.
To characterize the second property, we use the following result from representation
theory that we are not going to prove:



Theorem 4 (Schur-Weyl Duality).
{M e CVON | U AU = M YU € U(N)} —span{V, |0 € S,}.

Now we can figure out " HE (N)[(]w(w)@t] exactly. By Theorem 4 we can write
E ®t ¢V,

Let us consider any m € S;. Then,

Y eV, =V, " E [lo)y@*]Vi=> ¢V,

~Haar
oES, 0ES,

which implies ¢, must be the same for all o. Since the density matrix has trace 1, using the
definition of II,,,, we get

E ([0} =c SV, =c tl,, = —1I

|)~Haar oes, Tr [Hsym] sym

The trace of the orthogonal projection Ilg,, is exactly the dimension of the subspace it
projects onto, which is Symy ;.
Claim 5. dim Symy, = # ways to partition t into N parts = (Ntht*l)

Proof. Note that Symy, is spanned by Il i) ® - - -®|i;) for iy, --- 4, € [N]. These vectors
in fact form a orthogonal basis, since

<i17" : Jit|H;rymHsym|i,17" ' 7Z2> 7é 0 — (ilv U 7%) is a permU-tation of (l/h o 7%)

Thus the dimension of Sym, is the number of distinct ¢-tuples in [N |* under permutations,
or equivalently, the number of ways to put ¢ identical balls into N distinct bins. O]

Applying the claim above, we get
1

E e ___ 1
|p)~Haar Uw) <¢’ ] (N+tt—1) sym
1
=N > [symc) (symy|
( t ) multiset X on [N],|X|=t
where
RS m .
|symx my---Mmy t' N Z |Zl>‘ ><Z17- ’Zt|

i =X

and m; is the multiplicity of ¢ in X. For instance, when ¢ = 2 we have

2

T | 2 ool + 5 () + o) Gyl + (v

z€[N] z<y

E [lv)(@®?] =

|y ~Haar
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