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SECTION 1. Troubleshooting Scenarios for Simulating Failure Resolution 
A troubleshooting scenario for simulating failure resolution in the Smartship network simulation model is defined in three phases: 
Trigger condition 
        this phase alerts the crew to a fault 

Troubleshooting session    this phase resolves the fault
Reporting 

        this phase fulfills maintenance/troubleshooting requirements
	TRIGGER

CONDITION

	NET WORK-based AIDS USED?
	TROUBLE-

SHOOTING

SESSION
	NETWORK-based AIDS USED?
	 REPRT
	NETWORK-based AIDS USED?

	
	APPS
	WL?
	
	APPS
	WL?
	
	APPS
	WL?


Note that a network utilization block called “Network-based Aids Used?”  is defined separately for each of the three phases. The function of the network utilization block is to identify 

(1) Applications aids and devices operating on the network which are used to support a given phase (if any), and

(2) Indication that an application or device uses the wireless network

There may or may not be network application or device utilization associated with a particular phase for a given scenario.  When network-based aids are used, the parameters that determine network utilization, such as data size and connection duration, will depend on the application and device usage during that phase. 

The three scenario phases are described in Sections 1.1, 1.2 and 1.3 in the following order: “troubleshooting session” phase, “reporting” phase, “trigger condition” phase.

1. Disclaimer. If approximation or interpretation of troubleshooting scenario parameters is inaccurate (e.g., IETM or ePMA does not exist when specified for given equipment component; session lengths or data sizes not correctly specified; etc.), it results from the lack of needed GFI. These issues can be easily resolved when the requested POCs and procedures are delivered.
2. Troubleshooting procedure technical content resulting from delivered GFI will allow the troubleshooting scenarios to be specified in a more accurate and detailed manner.

Section 1.1 The Troubleshooting Session Phase

	 TROUBLE-

SHOOTING

SESSION

	NETWORK-based AIDS USED?

	
	APPS
	WL?


For the September demo, the contents of a troubleshooting session are extracted directly from the Ships 3M database for 1999 DDG 58 U.S.S. Laboon. Specific rows of this database have been selected from these equipment categories:
Electric Power Generation

Electric Power Distribution

Propulsion Gas Mechanical

Radar Sets

Each extracted database row determines a single troubleshooting session definition, with the following characteristics

Troubleshooting Session Columns
	ID
	EIC
	Nomenclature
	Narrative
	Discover

Open

Close
	Length
	Man
Hrs
	# Crw
	Parts
	Down-time /
Tagout


The troubleshooting session characteristics are

	
	

	ID
	Unique identifier assigned (by me) to the session

	EIC
	3M equipment identification code

	Nomenclature
	Sailor’s description of the failed equipment component

	Narrative
	Sailor’s summary of the component failure 

	Discover, Open, Close
	Failure discovery date, session open date, session close date

	Length  
	(Close date – Open date). The length includes the waiting time for part replacement; therefore it is not possible to determine the exact calendar length of  the actual troubleshooting session. 

	Man-Hrs
	Man-hours = sum of (crew member * length of crew member session in hours) over all participating crew members

	# Crw
	This value is the only column from the Troubleshooting Session Column data that I approximate. The approximation is loosely based on an assessment of “Length”, “Parts” (both demand parts and issued parts, see Ships 3M for definitions) and “IMA hours” (time spent by shore intermediate maintenance to resolve the failure, see Ships 3M for definitions).  All column values other than # Crew are extracted directly from 3M and are precise.

	Parts replaced
	Failed parts replaced to make equipment component operational (from 3M Parts Issued – not Parts Demand --  column)

	Downtime /

Tagout
	This item refers to down time of the system and/or tagout properties during the troubleshooting session. It will remain empty for now, and will be filled when GFI-requested SME information is available. The downtime/tagout value will be related to the “Length”.


Here is a sample row containing the specified characteristics:

	
	


Troubleshooting Session Columns
	ID
	EIC
	Nomenclature
	Narrative
	Discover

Open

Close
	Length
	Man

Hrs
	# Crw
	Parts
	Down-time /

Tagout

	99
	3510000
	PUMP,
MAIN PRESS
	3 GTG LOW L/O PRESSURE
	4/10/2000
4/10/2000

4/10/2000
	24 HRS
	15
	2
	 1
	-


In SECTION 3.0 of this report, sixty-two (62) troubleshooting sessions are presented for use in constructing troubleshooting scenarios for the Smartship troubleshooting simulation. More are on the way.
The Network-based Aids Block for the Troubleshooting Session
For the troubleshooting session phase, there are often no network applications or devices used. 
If network-based aids are used, network usage blocks that can be associated with a troubleshooting session are as follows:
	NETWORK-based
AIDS USED?
	ePMA is used to display the troubleshooting procedures for the sailor using a PDA. This is a wireless application. The application is served out of the ePMA server. The ePMA server operates on the wired ISNS network.

	APPS
	WL?
	

	ePMA
PDA
	YES

YES
	


	NETWORK-based AIDS USED?
	IETM is used to display the troubleshooting procedures for the sailor using a laptop. The application is accessed from the local CD drive. 

	APPS
	WL?
	

	IETM
LAPTP
	
	


Network utilization associated with diagnostic measurement devices (oscilloscopes, logic pulsers, probes, etc) are not addressed in this version of the troubleshooting scenarios.

Section 1.2 The Reporting Phase

	REPRT
	NETWORK-based AIDS USED?

	
	APPS
	WL?


Reporting is mandatory at the end of maintenance and troubleshooting sessions.  Examples of maintenance reports are CK and TFBR (completion and feedback reporting.)  Examples of reports generated for troubleshooting are the 2Kilo (generated at the successful conclusion of a session to support the Ship’s 3M database) and CASREPS (casualty reports for unsuccessful sessions continuing for more than 48 hours.) 
For the September demo, the shipboard reporting procedure will be simplified as follows: all troubleshooting sessions will be considered successfully carried out by the shipboard sailors throughout their length; no SME technical assistance will be simulated; all reports will be generated immediately at the completion of the troubleshooting session. For the September demo, there will be only two methods for generating reports:
 Automatically through ePMA with PDA – this method applies only if ePMA is used during the session to display the procedures, since ePMA itself captures the session data for reporting and sends it to the SKED server, or 

Manually at a workstation – sailor is responsible for tracking the information about the session and entering the information manually using the SKED application at a WKST (workstation)

In the table below, the Reporting parameters for the September demo are listed (parameters greatly simplified):

Reporting Columns

	Type
	Report Data Sizes
	Report Application & Communication Durations

	PMS, T/S
	5K text chars (long report)

2K text chars (short report)
	ePMA to SKED connection time data transfer

WKST connect time for long report

WKST connection time for short report

SKED to OMMS data transfer and processing
	10 sec

20 min

10 min

 5 sec


Note that for scenario reporting specified through the SmartShip schema published at http://www.cs.purdue.edu/kpxsd/smartship/ShipboardService.xsd , tags in the schema support the specification of mean, standard deviation, min, max and units for data sizes and connection durations.
The Network-based Aids Block for Reporting
Reporting is mandatory and the reporting block will always have network utilization information attached. Network usage blocks that can be associated with reporting are as follows:

	REPRT
	NETWORK-based AIDS USED?
	The sailor uses ePMA to display the maintenance or troubleshooting procedures, and the ePMA application assists in generating the report. ePMA server downloads the report data to the SKED server. For this September demo, I assume the PDA “pocket PMA” uses the wireless (not cradle) mode.

	
	APPS
	WL?
	

	
	PDA

ePMA

SKED

OMMS
	YES

YES
	


	REPRT
	NETWORK-based AIDS USED?
	Reporting is carried out manually. The sailor enters the report at the closest available workstation using the SKED front-end application.  The workstation is on the ISNS network.


	
	APPS
	WL?
	

	
	WKST

SKED

OMMS
	
	


Reporting is supported through the SKED application on the SKED server. SKED communicates with other database to propagate the maintenance data where needed -- OMMS-NG is one such example.  SKED and OMMS-NG operate on the wired ISNS network. 

Section 1.3 The Trigger Condition Phase

	TRIGGER

CONDITION

	NET WORK-based AIDS USED?

	
	APPS
	WL?


The trigger for a troubleshooting session can be one of three conditions:
1. OP FAILURE: operational failure. No network-based aids are used, and no further information is needed to define this condition.
2. PMS: failure diagnosed during planned maintenance. In this case, planned maintenance is being carried out at the time the failure is diagnosed, and I model the (simplified) planned maintenance action for the network simulation. 

3. SENSOR: failure flagged by generated sensor data. In this case, sensor data being generated and processed for one of the three sensor types [temperature (TEMP), pressure (PRESSR), vibration (VIBRAT.)] initiates an alert. I model the generation, acquisition and processing of the sensor data previous to the diagnosis of the fault condition for the network simulation. For the sensor modeling, my knowledge is limited to information from ICAS Powerpoint presentations. Hopefully others on the project will be able to provide better details.
These are the possible configurations for the three trigger condition.

	TRIGGER

CONDITION

	NET WORK-based AIDS USED?
	No other information needed. This choice indicates failure occurred during operations and a troubleshooting session to resolve the failure began immediately.

	
	APPS
	WL?
	

	OP FAILURE
	
	
	


	TRIGGER

CONDITION

	NET WORK-based AIDS USED?
	The information for” PMS” will define how the equipment, crew, network applications and network devices were interacting when the fault condition occurred.  The parameters for planned maintenance actions are similar to those for troubleshooting sessions.
PMS includes the access by crew of maintenance action scheduling through SKED. PMS reporting is handled through the REPRT phase, but the report generation should occur immediately after the conclusion of PMS.

	
	APPS
	WL?
	

	PMS
	
	
	


	TRIGGER

CONDITION

	NET WORK-based AIDS USED?
	Sensor parameters are needed for sensor data generation, collection, and processing. The information for “Sensor” will define how the equipment, crew and network applications and network devices were interacting when the fault condition was noted.

	
	APPS
	WL?
	

	SENSOR
	
	
	


Details for the OP FAILURE Trigger Condition

No details are needed. The operational failure occurs as a simulation event during the operation of the equipment and the troubleshooting session can begin any time after the failure condition occurs.
Details for the PMS Trigger Condition

During a planned maintenance session, a diagnosed fault condition will lead to troubleshooting. The EIC, Equipment Nomenclature and Narrative should match those identified by the troubleshooting session that follows the PMS trigger (see example in SECTION 2.0). The remaining parameters -- Length, Man-Hrs, and # Crew – will have to be approximated until requested GFI describing maintenance procedures is available.

PMS Trigger Condition Columns

	EIC
	Equipment Nomenclature
	Length
	Man

Hrs
	# Crw
	Fault

?
	Narrative
	Down-time /

Tagout

	
	
	
	
	
	
	
	


Here is a sample containing the specified characteristics:

PMS Trigger Condition Columns

	EIC
	Equipment Nomenclature
	Length
	Man

Hrs
	# Crw
	Fault

?
	Narrative
	Down-time /

Tagout

	3510000
	1 GTG
LOCAL   CONTROL PA

	6

HRS
	12
	2
	YES
	WATER  WASH SWITCH FAULT
	


Details for the Sensor Trigger Condition
Sensor parameter information is approximated based on Navy PowerPoint presentations describing the ICAS project.  Most values are fixed until additional requested GFI is delivered. The Sensor Location EIC and Nomenclature should correspond to those identified by the troubleshooting session that follows the sensor trigger (see example in SECTION 2.0).
Sensor Trigger Condition Columns
	Sensor

Type
	Sensor Location 

EIC & Nomenclature
	Sensor Data Transfer, Processing and Display

	TEMP

PRESSR

VIBRAT
	
	
	ADP continuous connection, data process and send

ICAS continuous connection, data receive and process

ICAS WKST application opens browser display for alert
	# KB/day (*)
# KB/day (*)
10 min interactive dialog by monitoring crew


Here is a sample containing the specified characteristics:

Sensor Trigger Condition Columns
	Sensor

Type
	Sensor Location 

EIC & Nomenclature
	Sensor Data Transfer, Processing and Display

	TEMP
	3510000
	#2 GTG FUEL ASS NOZZLE
	ADP continuous connection, data process and send

ICAS continuous connection, data receive and process

ICAS WKST application opens browser display for alert
	800 KB/day

800 KB/day

10 min interactive dialog w/ monitoring crew


SECTION 2.0 Two Examples of Complete Troubleshooting Simulation Scenarios
This section contains two examples of complete troubleshooting simulation scenarios. Each example scenario covers all three phases:  the trigger, the troubleshooting session and the report generation. Each example scenario identifies the input data needed to carry out the Smartship simulation for equipment operation & failure, crew activity for the failure trigger & resolution, and network applications & devices utilized during the scenario events. The examples demonstrate how variations in trigger, session and reporting parameters can be used to construct troubleshooting scenarios that vary network usage.
Scenario 1. Two sailors carry out a planned maintenance activity scheduled through the SKED server for the number 1 gas turbine generator. The sailors troubleshoot for 6 hours, using ePMA with a PDA display of the maintenance requirement cards (MRCs). MRC diagnostics identify a fault for the “water wash switch”. The PMS report is generated automatically through the ePMA server. A sailor with several years of shipboard experience in electrical power generation system troubleshooting isolates the fault over a 4 hour period using the GTG system’s IETM CD and a laptop to display the procedures and related technical content. The faulty part is located. The part is ordered (not available in ship’s supply) and takes 20 days to arrive. The part is replaced and the sailor verifies that the equipment is operational. A troubleshooting session report is generated manually at an available workstation.
	TRIGGER

CONDITION

	NET WORK-based AIDS USED?
	TROUBLE-

SHOOTING

SESSION
	NETWORK-based AIDS USED?
	REPRT
	NETWORK-based AIDS USED?

	
	APPS
	WL?
	
	APPS
	WL?
	
	APPS
	WL?

	PMS
	SKED

WKST

ePMA

PDA
	YES

YES
	SESSION ID 11
	LAPTP
IETM
	
	PMS

T/S


	PDA

ePMA

SKED

OMMS

WKST
	YES

YES


	EIC
	Equipment Nomenclature
	Length
	Man

Hrs
	# Crw
	Fault

?
	Narrative
	Down-time /

Tagout

	3510000
	1 GTG
LOCAL   CONTROL PA

	6

HRS
	12
	2
	YES
	WATER  WASH SWITCH FAULT
	


	ID
	EIC
	Nomenclature
	Narrative
	Discover

Open

Close (*)
	Length

	Man

Hrs
	# Crw
	Parts
	Down-time /

Tagout

	11
	3510000
	LOCAL   CONTROL PA
	1 GTG WATER WASH SWITCH FAULT
	09/23/1999

09/23/1999

10/14/1999
	21

DAYS
	4
	1
	1
	


(*) The Discover/Open/Close data is not used in the simulation. It is included here as supporting background information.
	Type
	Report Data Sizes
	Report Application & Communication Durations

	PMS
	5K text chars (long report)
	ePMA to SKED connection time data transfer

SKED to OMMS data transfer and processing
	10 sec

5 sec

	T/S
	5K text chars (long report)


	WKST connect time for long report

SKED to OMMS data transfer and processing
	20 min

5 sec


Scenario 2. Temperature sensors generate data for the number 2 gas turbine generator fuel assembly. An ADP alert signals abnormal conditions, which are noted after a one minute interval by the crew member monitoring the ICAS browser diagnostics display. A sailor with experience in electrical power generation systems begins troubleshooting immediately, using hard-copy Tech Manual troubleshooting procedures. The failure is resolved within an hour. No parts are required. The sailor uses SKED at the nearest workstation to complete the required reports.

	TRIGGER

CONDITION

	NET WORK-based AIDS USED?
	TROUBLE-

SHOOTING

SESSION
	NETWORK-based AIDS USED?
	REPRT
	NETWORK-based AIDS USED?

	
	APPS
	WL?
	
	APPS
	WL?
	
	APPS
	WL?

	SENSOR
	ADP
ICAS

WKST
	YES
YES
	SESSION ID 4
	
	
	T/S
	WKST
SKED

OMMS
	


	Sensor

Type
	Sensor Location 

EIC & Nomenclature
	Sensor Data Transfer, Processing and Display

	TEMP
	3510000
	#2 GTG FUEL ASS NOZZLE
	ADP continuous connection, data process and send

ICAS continuous connection, data receive and process

ICAS WKST application opens browser display for alert
	800 KB/day

800 KB/day

10 min interactive dialog w/ monitoring crew


	ID
	EIC
	Nomenclature
	Narrative
	Discover

Open

Close (*)
	Length
	Man

Hrs
	# Crw
	Parts
	Down-time /

Tagout

	4
	3510000
	NOZZLE, FUEL ASS
	2 GTG HIGH TEMPS THERMOCOU
	07/08/1990

07/08/1999

07/08/1999
	24 HRS
	1
	1
	0
	


(*) The Discover/Open/Close data is not used in the simulation. It is included here for supporting background information.
	Type
	Report Data Sizes
	Report Application & Communication Durations

	T/S
	5K text chars (long report)


	WKST connect time for long report

SKED to OMMS data transfer and processing
	20 min

5 sec


SECTION 3.0 Ships 3M Data Definitions for Troubleshooting Sessions
These rows extracted from the Ship’s 3M database are used to define the parameters of the troubleshooting session phase of the troubleshooting scenarios.
	 
	 
	 
	 
	Discover
	 
	 
	 
	 
	Sensors

	ID
	EIC
	Nomenclature
	Narrative
	Open
	Length
	Man
	# Crw
	Parts
	

	 
	 
	 
	 
	Close
	 
	Hrs
	 
	 
	

	 

	GENERATION SYSTEMS  ELECTRIC POWER

	 

	 
	 
	 
	TEST/REPAIR GTG AUX PUMP MOTOR
	11/10/1999
	 
	 
	 
	 
	 

	1
	3510000
	MOTOR AC
	
	11/12/1999
	26 DAYS
	44
	2
	0
	Accelerometer

	 
	 
	 
	
	12/6/1999
	 
	 
	 
	 
	 

	 
	 
	COUPLING, FLEXIB
	1 GTG COUPLING REPLACEMENT
	5/23/2000
	 
	 
	 
	 
	Accelerometer

	2
	3510000
	
	
	5/24/2000
	24 HRS
	40
	5
	1
	

	 
	 
	
	
	5/24/2000
	 
	 
	 
	 
	

	 
	 
	 
	2 GTG TEMP REG VALVE FAILED
	5/7/2000
	 
	 
	 
	 
	Temperature

	3
	3510000
	VALVE,CONTROL-TE
	
	5/7/2000
	20 WKS
	90
	4
	1
	

	 
	 
	 
	
	9/22/2000
	 
	 
	 
	 
	

	 
	 
	 
	2 GTG HIGH TEMPS THERMOCOU
	7/8/1990
	 
	 
	 
	 
	Temperature

	4
	3510000
	NOZZLE, FUEL ASS
	
	7/8/1999
	24 HRS
	1
	1
	0
	

	 
	 
	 
	
	7/8/1999
	 
	 
	 
	 
	

	 
	 
	LOCAL   CONTROL PA
	2 LOCOP DAMAGED PWR SUPPLY    
	8/20/1999
	 
	 
	 
	 
	 

	5
	3510000
	
	
	8/20/1999
	15 DAYS
	12
	2
	1
	

	 
	 
	
	
	9/3/1999
	 
	 
	 
	 
	

	 
	 
	LOCAL   CONTROL PA
	3 GTG LOCAL FUEL TEMP CARD FAULT
	4/5/2000
	 
	 
	 
	 
	Temperature

	6
	3510000
	
	
	4/9/2000
	9
	610
	5
	1
	

	 
	 
	
	
	1/10/2001
	MOS
	 
	 
	 
	

	 
	 
	 
	3 GTG STARTER PAD BOLT   
	1/21/2000
	 
	 
	 
	 
	Accelerometer

	7
	3510000
	STARTER ASSEMBLY
	
	1/21/2000
	59 DAYS
	21
	2
	1
	

	 
	 
	 
	
	3/14/2000
	 
	 
	 
	 
	

	 
	 
	 
	 
	4/14/2000
	 
	 
	 
	 
	 

	8
	3510000
	SSGTG NO. 3 NO-B
	3 GTG NBPS REPLACEMENT      
	4/14/2000
	26 DAYS
	7
	1
	1
	

	 
	 
	 
	 
	5/9/2000
	 
	 
	 
	 
	

	 
	 
	 
	 
	9/23/1999
	 
	 
	 
	 
	Accelerometer

	9
	3510000
	GENERATOR SET
	MORMON CLAMP FAILED
	9/23/1999
	14 DAYS
	106
	2
	0
	

	 
	 
	 
	 
	10/7/1999
	 
	 
	 
	 
	

	 
	 
	 
	 
	10/6/1999
	 
	 
	 
	 
	Pressure

	10
	3510000
	PUMP,
	3 GTG LOW L/O PRESSURE
	10/6/1999
	13 DAYS
	11
	1
	0
	

	 
	 
	MAIN PRESS
	 
	10/18/1999
	 
	 
	 
	 
	

	 
	 
	 
	1 GTG WATER WASH SWITCH FAULT
	9/23/1999
	 
	 
	 
	 
	 

	11
	3510000
	LOCAL   CONTROL PA
	
	9/23/1999
	21
	4
	1
	1
	

	 
	 
	 
	
	10/14/1999
	DAYS
	 
	 
	 
	

	 
	 
	 
	1 GTG LOCOP RPM METER DEGRAD
	3/22/2000
	 
	 
	 
	 
	Accelerometer

	12
	3510000
	LOCAL   CONTROL PA 
	
	03/23/2000 10/06/2000
	28 WKS
	28
	3
	2
	

	 
	 
	 
	DITRERATED GAGE LINE.         
	5/15/2000
	 
	 
	 
	 
	 

	13
	3511000
	GENERATOR SET SK
	
	9/19/2000
	24 HRS
	8
	1
	1
	

	 
	 
	 
	
	9/19/2000
	 
	 
	 
	 
	

	 
	 
	GOVERNOR, ELECTR
	3 GTG WILL NOT ADJUST FREQ   
	2/23/2000
	 
	 
	 
	 
	 

	14
	3511000
	
	
	2/23/2000
	26 DAYS
	210
	4
	0
	

	 
	 
	
	
	3/20/2000
	 
	 
	 
	 
	

	 
	 
	GOVERNOR, ELECTR
	3 GTG EHGA VLV REPLACEMENT    
	12/29/1999
	 
	 
	 
	 
	 

	15
	3511000
	
	
	12/29/1999
	28 DAYS
	2
	1
	0
	

	 
	 
	
	
	1/28/2000
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	3 GTG BEARING REPLACEMENT     
	12/28/1000
	 
	 
	 
	 
	Accelerometer

	16
	3511000
	
	
	12/29/1999
	60 DAYS
	13
	2
	49
	

	 
	 
	
	
	2/5/2000
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	B/A LEAKS ON 3 GTG       
	8/17/1999
	 
	 
	 
	 
	Pressure

	17
	3511000
	
	
	8/23/1999
	24 HRS
	1
	1
	2
	

	 
	 
	
	
	8/23/1999
	 
	 
	 
	 
	

	 
	 
	 
	2 GTG THERMOCOUPLE TEMP HOT
	6/29/1999
	 
	 
	 
	 
	Temperature

	18
	3511000
	ENGINE ASSY GAS 
	
	6/29/1999
	3  MOS
	6
	1
	0
	

	 
	 
	 
	
	9/24/1999
	 
	 
	 
	 
	

	 
	 
	 
	TURBINE TEMPS HIGH 2 GTG      
	8/23/1999
	 
	 
	 
	 
	Temperature

	19
	3511000
	ENGINE ASSY GAS 
	
	8/23/1999
	53 DAYS
	333
	5
	3
	

	 
	 
	 
	
	9/28/1999
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	1 GTG BLEED AIR/SPLIT LINE LEAK
	6/29/1999
	 
	 
	 
	 
	Pressure

	20
	3511000
	
	
	7/6/1999
	66
	27
	3
	8
	

	 
	 
	
	
	9/16/1999
	DAYS
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	FAULTY THERMAL COUPLE 1 GTG   
	2/8/1999
	 
	 
	 
	 
	Temperature

	22
	3511000
	
	
	2/8/1999
	24 HRS
	7
	1
	1
	

	 
	 
	
	
	2/8/1999
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	THERMOCOUPLE TERM FAULTY 1 GTG 
	2/18/1999
	 
	 
	 
	 
	Temperature

	23
	3511000
	
	
	2/18/1999
	64 DAYS
	3
	1
	1
	

	 
	 
	
	
	4/26/1999
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	FAULTY LUBE OIL PRESSURE READ 
	12/9/1999
	 
	 
	 
	 
	Pressure

	24
	3511000
	
	
	12/9/1999
	56 DAYS
	550
	3
	0
	

	 
	 
	
	
	2/5/2000
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	THERMOCOUPLE TEMPS HIGH       
	9/8/1999
	 
	 
	 
	 
	Temperature

	25
	3511000
	
	
	9/8/1999
	21 DAYS
	101
	3
	1
	

	 
	 
	
	
	9/29/1999
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	OIL FILTR INLET PRESSR FAULT
	12/9/1999
	 
	 
	 
	 
	Pressure

	26
	3511000
	
	
	12/9/1999
	24 HRS
	1
	1
	0
	

	 
	 
	
	
	12/9/1999
	 
	 
	 
	 
	

	 
	 
	ENGINE ASSY GAS 
	INSULATION BLANKETS WORN      
	11/16/1999
	 
	 
	 
	 
	Temperature

	27
	3511000
	
	
	11/16/1999
	76 DAYS
	24
	1
	0
	

	 
	 
	
	
	2/4/2000
	 
	 
	 
	 
	

	 
	 
	GAS TURB GEN ENC
	DETRERATED GAGR LINE.         
	5/15/2000
	 
	 
	 
	 
	 

	28
	3530000
	
	
	6/6/2000
	24 HRS
	8
	1
	0
	

	 
	 
	
	
	6/6/2000
	 
	 
	 
	 
	

	 
	 
	GENERATOR A23938
	2 GTG ZINCS ERODED AWAY       
	6/16/2000
	 
	 
	 
	 
	 

	29
	3550000
	
	
	6/16/2000
	29 DAYS
	50
	2
	1
	

	 
	 
	
	
	7/17/2000
	 
	 
	 
	 
	

	 
	 
	GENERATOR A23938
	3 GTG ZINC ANNODES ERODED     
	6/16/2000
	 
	 
	 
	 
	 

	30
	3550000
	
	
	6/16/2000
	73 DAYS
	50
	2
	2
	

	 
	 
	
	
	8/7/2000
	 
	 
	 
	 
	

	 
	 
	GAGE, DIFFERENTI
	FAULTY DIFF GAGE/SW GTM2B INTA
	5/25/2000
	 
	 
	 
	 
	 

	31
	3561000
	
	
	5/24/2000
	98 DAYS
	30
	1
	0
	

	 
	 
	
	
	9/6/2000
	 
	 
	 
	 
	

	 
	 
	1 GTG COOLI
	GTG FAN INOP AT LOCOP         
	9/7/1999
	 
	 
	 
	 
	 

	32
	3574000
	
	
	9/7/1999
	21 DAYS
	8
	1
	0
	

	 
	 
	
	
	9/28/1999
	 
	 
	 
	 
	

	 
	 
	CONTROLLER GTG
	FAN TRIPS ON OVERLOAD         
	9/23/1999
	 
	 
	 
	 
	 

	33
	3574000
	
	
	9/29/2999
	24 HRS
	5
	1
	2
	

	 
	 
	
	
	9/29/1999
	 
	 
	 
	 
	

	 
	 
	CONTROLLER GTG
	3 GTG FAN CAN'T STOP AT LOCOP 
	4/19/2000
	 
	 
	 
	 
	 

	34
	3574000
	
	
	01/04/.2001
	24 HRS
	25
	3
	3
	

	 
	 
	
	
	1/4/2001
	 
	 
	 
	 
	

	 
	 
	EXCITATION CONTR
	1 GTG LOSS OF OUTPUT VOLTAGE
	5/22/2000
	 
	 
	 
	 
	 

	35
	3576000
	
	
	5/30/2000
	24 HRS
	400
	20
	0
	

	 
	 
	
	
	5/30/2000
	 
	 
	 
	 
	

	 

	DISTRIBUTION SYSTEMS ELECTRIC POWER

	 

	 
	 
	ACSFC INVERTER
	BLOWER MOTOR FAILING          
	9/10/1999
	 
	 
	 
	 
	Accelerometer

	36
	4103000
	  
	
	9/10/1999
	45
	9
	1
	1
	

	 
	 
	 
	
	11/1/1999
	DAYS
	 
	 
	 
	

	 
	 
	 
	FAULTY FAN, CENTRIFUGAL       
	2/28/2000
	 
	 
	 
	 
	Accelerometer

	37
	4103000
	ACSFC INVERTER 
	
	2/28/2000
	14
	9
	2
	1
	

	 
	 
	 
	
	3/13/2000
	DAYS
	 
	 
	 
	

	 
	 
	FAULT LOAD ISOLA
	FAULTY FIU #0637/FWD PWR CNVR 
	2/16/1999
	 
	 
	 
	 
	 

	38
	4103000
	
	
	2/16/1999
	200 DAYS
	5
	1
	1
	

	 
	 
	
	
	8/4/1999
	 
	 
	 
	 
	

	 
	 
	ACSFC RECTIFIER 
	FAULTY RECTIFIER MODULE FUSE  
	3/3/1999
	 
	 
	 
	 
	 

	39
	4103000
	
	
	4/5/1999
	24 HRS
	1
	1
	1
	

	 
	 
	
	
	4/5/1999
	 
	 
	 
	 
	

	 
	 
	ACSFC RECTIFIER 
	FAULTY RECTIFIER MODULES 1 & 3
	5/17/2000
	 
	 
	 
	 
	 

	40
	4103000
	
	
	5/17/2000
	14 DAYS
	8
	1
	2
	

	 
	 
	
	
	5/30/2000
	 
	 
	 
	 
	

	 
	 
	ACSFC RECTIFIER 
	FAULTY RECTIFIER MODULE #4    
	7/1/2000
	 
	 
	 
	 
	 

	41
	4103000
	
	
	7/1/2000
	27 DAYS
	10
	1
	0
	

	 
	 
	
	
	7/26/2000
	 
	 
	 
	 
	

	 
	 
	DISTRIBUTION BOX
	DIST. BOXES BLOWN FUSES       
	6/16/1999
	 
	 
	 
	 
	 

	42
	4103000
	
	
	7/13/1999
	24 HRS
	1
	1
	2
	

	 
	 
	
	
	7/13/1999
	 
	 
	 
	 
	

	 
	 
	FAULT LOAD ISOLA
	BAD MODULE OF FIU SN1021      
	8/4/1999
	 
	 
	 
	 
	 

	43
	4103000
	
	
	8/4/1999
	69 DAYS
	7
	1
	1
	

	 
	 
	
	
	10/13/1999
	 
	 
	 
	 
	

	 
	 
	2SF SHIP'S SERVI
	AMPMETER INOPERATIVE          
	9/10/1999
	 
	 
	 
	 
	 

	44
	4103000
	
	
	9/10/1999
	12 DAYS
	5
	1
	0
	

	 
	 
	
	
	9/21/1999
	 
	 
	 
	 
	

	45
	 
	AIR COOLED STATI
	#1 SFC MCA                    
	9/20/1999
	 
	 
	 
	 
	 

	
	4103000
	
	
	9/20/1999
	24 HRS
	1
	1
	0
	

	
	 
	
	
	9/20/1999
	 
	 
	 
	 
	

	46
	 
	AIR COOLED STATI
	#2 SFC MCA                    
	9/20/1999
	 
	 
	 
	 
	 

	
	4103000
	
	
	9/20/1999
	24 HRS
	1
	1
	0
	

	
	 
	
	
	9/20/1999
	 
	 
	 
	 
	

	47
	 
	CABLE ASSY SHORE
	MISSING CHAFFING RAIL         
	11/30/1999
	 
	 
	 
	 
	 

	
	4103000
	
	
	11/30/1999
	65 DAYS
	4
	1
	0
	

	
	 
	
	
	2/8/2000
	 
	 
	 
	 
	

	48
	 
	CABLE ASSY SHORE
	MANUF 3 SHORE POWER PIGTAILS  
	3/8/2000
	 
	 
	 
	 
	 

	
	4103000
	
	
	3/8/2000
	125
	13
	1
	0
	

	
	 
	
	
	7/24/2000
	DAYS
	 
	 
	 
	

	49
	 
	DISTRIBUTION BOX
	BAD ROTARY SWITCHES           
	6/27/2000
	 
	 
	 
	 
	 

	
	410B000
	
	
	9/9/2000
	24 HRS
	8
	1
	0
	

	
	 
	
	
	9/9/2000
	 
	 
	 
	 
	

	50
	 
	GROUNDING STRAP 
	GRND STRAPS DETERIORATED      
	4/29/1999
	 
	 
	 
	 
	 

	
	410C000
	
	
	4/29/1999
	35 DAYS
	7
	0
	2
	

	
	 
	
	
	6/6/1999
	 
	 
	 
	 
	

	 
	 
	MAIN IC SWITCHBO
	MAIN IC SWBD, BLOWN INDICATORS
	2/28/2000
	 
	 
	 
	 
	 

	51
	4.10E+02
	
	
	2/28/2000
	18 DAYS
	3
	1
	1
	

	 
	 
	
	
	3/17/2000
	 
	 
	 
	 
	

	 
	 
	DIST. PANEL     
	DAMAGE CIRCUIT BRKR
	10/20/1999
	 
	 
	 
	 
	 

	52
	4101000
	
	ON PANEL 
	10/22/1999
	43 DAYS
	13
	1
	1
	

	 
	 
	
	 
	12/9/1999
	 
	 
	 
	 
	

	 
	 
	CABLE REPAIR ELE
	MER2 POWER PANEL CABLE DAMAGE 
	5/16/2000
	 
	 
	 
	 
	 

	53
	4000000
	
	
	5/16/2000
	46 DAYS
	100
	4
	0
	

	 
	 
	
	
	7/6/2000
	 
	 
	 
	 
	

	 
	 
	MCT CABLE BLOCKS
	MCT CABLING BLOCKS BROKEN     
	8/27/1999
	 
	 
	 
	 
	 

	54
	4000000
	
	
	9/1/1999
	24 HRS
	1
	1
	0
	

	 
	 
	
	
	9/1/1999
	 
	 
	 
	 
	

	 
	 
	GCCS-M UPS      
	FAILED GCCS-M UPS             
	10/21/1999
	 
	 
	 
	 
	 

	55
	4000000
	
	
	10/21/1999
	24 HRS
	1
	1
	0
	

	 
	 
	
	
	10/21/1999
	 
	 
	 
	 
	

	56
	 
	SSGTG NO. 1 
	#1 NBPS BURNT CIRCUIT CARDS   
	7/12/1999
	 
	 
	 
	 
	 

	
	4704000
	NO-B
	
	7/12/1999
	34 DAYS
	9
	1
	0
	

	
	 
	 
	
	8/18/1999
	 
	 
	 
	 
	

	57
	 
	SSGTG NO. 1 
	REPLACE NR1 GTG NBPS          
	4/14/2000
	 
	 
	 
	 
	 

	
	4704000
	NO-B
	
	4/14/2000
	23
	7
	1
	1
	

	
	 
	 
	
	5/9/2000
	DAYS
	 
	 
	 
	

	58
	 
	SSGTG NO. 2 
	NR2 GTG NBPS REPLACEMENT      
	4/14/2000
	 
	 
	 
	 
	 

	
	4704000
	NO-B
	
	4/14/2000
	23
	7
	1
	1
	

	
	 
	 
	
	5/9/2000
	DAYS
	 
	 
	 
	

	59
	 
	MOTOR CONTROLLER
	VENTILATION SYS S03-143-1 MCA 
	9/17/1999
	 
	 
	 
	 
	 

	
	4501000
	
	
	9/17/1999
	24
	1
	1
	0
	

	
	 
	
	
	9/17/1999
	HRS
	 
	 
	 
	

	60
	 
	EMP ASSY        
	RPLC DETERIORATED EMP ASSY    
	5/4/2000
	 
	 
	 
	 
	 

	
	4501000
	
	
	5/4/2000
	  ?
	1
	1
	0
	

	
	 
	
	
	3/2/2002
	 
	 
	 
	 
	

	61
	 
	AUTOMATIC BUS TR
	3-254-2 ABT BURNT COMPONENTS  
	9/10/2000
	 
	 
	 
	 
	 

	
	4309000
	
	
	9/10/2000
	59 DAYS
	75
	4
	3
	

	
	 
	
	
	11/13/2000
	 
	 
	 
	 
	

	62
	 
	AUTOMATIC BUS TR
	FAULTY GTM2B ABT              
	3/3/2000
	 
	 
	 
	 
	 

	
	4309000
	
	
	3/3/2000
	42 DAYS
	74
	2
	0
	

	
	 
	
	
	4/17/2000
	 
	 
	 
	 
	

	 

	PROPULSION GAS MECHANICAL DRIVE

	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	63
	
	
	
	
	
	
	
	
	


Note that these sessions can be enhanced for the September demo with troubleshooting details from Prof. Adams and Vishal. Many additional Navy-specific details will be added when the technical content related to MRCs and troubleshooting procedures are delivered by Crane.

SECTION 4. The Collection of XMLs
This report contains the data layer upon which the troubleshooting scenario XMLs will be based. Using the published SmartshipService.xsd schema, hundreds of troubleshooting scenario variations can be constructed from this data to support the Smartship simulation. We need to meet and discuss this data and the generating of the XMLs.






