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1  Schema Publish Site

This document is based on the schema published at

http://www.cs.purdue.edu/kpxsd/smartship/ShipboardService.xsd
The XML documents discussed in this report are published at http://www.cs.purdue.edu/kpxsd/smartship/
XML documents have been validated against the ShipboardService XSD using XMLSpy.
2  Some Background on the Workflow XMLs

The XMLs represent shipboard workflow. All of the XML are job-based, and most workflows involve crew elements. Of the currently existing workflow XMLs, these jobs involve crew elements:
Maintenance Scheduling

Maintenance Action

Maintenance Reporting
Troubleshooting Triggered by Operational Failure
Troubleshooting Triggered by Maintenance Diagnostic

Troubleshooting Triggered by Sensor Alert

Troubleshooting Reporting

Watch Duty (Operational Maintenance)
Training

Email

Web Browsing
and these do not involve crew elements:


ICAS Data Transport to Shore

ICAS Vent Fan Sensor Acquisition

An XML involving crew elements describes the activity of some number of crew personnel as they carry out a specific job. The description of a job includes
Number of crew involved in job

Shipboard equipment involved in job 
Location of crew 
Elapsed time per crew
Use of devices per crew (PDA, workstation, laptop)
Use of applications
Use of network servers

The job-based description involves XML blocks specifying the properties of the following top-level job elements:

MaintenanceEvent, DataCollection, DataTransport, DataProcessing, WatchEvent, ContentDelivery, WebServices, EmailServices,
DataAcquisition, ApplicationProcessing, DiagnosticProcessing,
CrewInteraction
Here is an XML Spy graphic of the top level workflow elements. The job elements are marked:
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3  A Brief Discussion of Crew Workflow Representation
An important example of job-based crew workflow is troubleshooting. A sample troubleshooting job can be found in
 http://www.cs.purdue.edu/kpxsd/smartship/Power Gen TSSID1 opfail.xml
which uses a sequence of  MaintenanceEvent elements to describe the actions of 2 crew personnel (44 man-hours) required to resolve the operational failure of the GTG AUX Pump Motor for the Gas Turbine Assembly.  
The crew properties (how many, how long, etc) and the equipment properties (which equipment, which component) are specified by MaintenanceEvent element block.
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Equipment identification is covered by

equipmentEIC 
navy identification number for equipment

equipmentName 
specific component of the equipment

equipmentLocation
 e.g., Control Room (no co-ordinates are ever specified by these XMLs)
equipmentCategory
name of equipment e.g., Power Generation, Power Distribution, Propulsion Gas Mechanical Drive, Missile System, Countermeasure System.
As many Crew elements as are needed are specified for the job; Crew are numbered by ID=1, 2, 3, ... Each Crew has its own specification for training, elapsed time, device, whether interruptions are permitted, etc. The most important Crew element is Elapsed, which represents the amount of time a Crew member remains at the equipment site. The Elapsed “time element” has a somewhat complex structure and will be described in detail in section 6.

Every job-based XML contains a trigger block describing the elements that are required before this job can take place, such as number of crew required, the devices required, and job periodicity.  A trigger may also indicate that some other XML must have occurred before this XML can occur. An example is
http://www.cs.purdue.edu/kpxsd/smartship/Power Gen TSSID1 maint.xml
which is triggered by a specific maintenance action.

Many job-based XMLs also contain an outcome block describing any job-based XMLs that occur as a result of the success or failure of this XML. See
http://www.cs.purdue.edu/kpxsd/smartship/Maintenance Power Gen MRC GTG Motor.xml
Job-based XMLs can be sequenced using the trigger and outcomes, such as this sequence of 4 job-based XMLs:

Maintenance Scheduling followed by
Maintenance Action followed by

Troubleshooting Triggered from Maintenance Diagnostic followed by
Troubleshooting Reporting
Check the Appendix for XML Spy depictions of the trigger and outcome schema.

A final note: All troubleshooting XMLs are based on actual data from the Ships’ 3M 2Kilo logs for troubleshooting activity over a 3 year period for a DDG class vessel.
4  A Word about the Simulex Crew Workflow Interface 

For simulating crew activity within the Simulex model, these job-based XMLs are processed to create Simulex-format workflows -- which can then be fed into the model according to a Simulex triggering mechanism. The Simulex-format workflows simulate crew placement and movement, equipment condition and device usage. 
For maintenance, the job-based XMLs are identified with specific shipboard equipment, and are triggered by periodicity (watch, maintenance), breakdowns (troubleshooting) or outcomes (reporting). There are currently 100 such XMLs.
There are 50 additional XMLs for email, web browsing training, etc (which do not involve any shipboard equipment up/down condition). These are triggered by periodicity.

5  Shipboard Configuration and the Workflow XMLs
The job-based XMLs merely define how to carry out a job for whatever underlying configuration has been established by the model for

Equipment placement 
Crew number, training, type
Device number, location, type

Application specification, location

Connectivity of network devices

The job-based XMLs have been designed to place no restriction on equipment location (i.e., they do not specify co-ordinates), total crew size or availability of crew, number or type of failures, number of devices, network connectivity, etc. 
These configuration parameters are determined at a higher level by the Simulex model. Currently, the Simulex model specifies the co-ordinate locations of the shipboard equipment, the number of crew and their availability. Future GFI will determine numbers and types of servers, devices, applications and network connectivity.
6  Using the XMLs to Simulate Network Utilization

Some of the workflow XMLs include elements for network applications, servers and devices. These XMLs must be processed by Simulex and OPNet to correctly simulate network utilization resulting from execution of the XML jobs. The XMLs will  specify what devices are used, how long connections between devices need to be maintained, what data is transported across the network to a destination node, and what kind of processing is done at the nodes.

Network utilization always occurs as a result of activity at a “node”.  Nodes have the following identifying properties


Name



Node type (workstation, server, laptop, etc) and



Network the node belongs to 
Activity at the network node is defined by the following three properties:


Connect time 



Data transferred out 



Processing at the node

For most job-based network activity, more than one node is involved to support the activity, for example: a sailor generating a report at a workstation running the SKED application, which must communicate with the SKED server for data.

As an example, the schema for the ApplicationProcessing job-element (which is used to define the reporting activity) looks like this:
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The key elements to note are
Crew: this element is defined exactly as for the MaintenanceEvent (shown in a previous section). The Simulex crew workflow interface already handles the information in the Crew element, and the information contained here will not be used for network utilization computations
applicationNode, serviceNode: these two nodes are both of schema type “Node”. Abstractly, the applicationNode represents the device the crewmember sits in front of – where the application is running –   and the serviceNode represents the server for the application (if needed).
From the perspective of network utilization, the interplay of the specified “nodes” is the main difference between job elements. For example, DataTransport specifies toNode and fromNode; 
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and DiagnosticProcessing includes equipment specification since the “diagnosticNode” device will be interacting with shipboard equipment for diagnostic measurement purposes
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In all cases, the “node” (whether applicationNode, toNode or diagnosticNode) is of type Node and is defined by the following Node schema
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The elements of Node carry the following information
Name: A tag identifying the node. This value is optional, and might later be used by a Simulex model interface during interactive visualization
nodeType: the current enumeration of node types is listed below in column 1
	nodeType


	Application
	OPNet Parameter
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Table 1.
Network: Each node belongs to one of the following networks: 

 ISNS   the unclassified shipboard (wired) LAN

WLAN wireless extension, connected through wireless access point and gateway to ISNS

ADNS used for ship to shore transfers

NULL  the device is “stand alone”, e.g. laptop using an application from a CD

Process: This element is used to compute the amount of processing at the node. It specifies the application that is running and lists a collection of OPNet-defined parameters that can be used (for sampling, table lookup, etc) to assign a pre-determined amount of processing to the device (can include CPU usage, physical memory, number of processes – whatever OPNet uses to define network utilization). Column 2 of Table 2 contains the current enumeration of Applications and column 3 contains the current enumeration of OPNet parameters. These can easily be modified at any time. An optional annotation is included in ProcessType for documentation purposes. The annotation might be used later for Simulex interactive visualization. Below is the schema definition of ProcessType. Additional XML tags can be defined for ProcessType to make the OPNet and Simulex interfaces more complete or easier to build.
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transferData: represents the data transferred from the node where the element appears to a second node determined by the job element, e.g., from the applicationNode to the serviceNode (ApplicationProcessing) or the fromNode to the toNode (DataTransport).  This element is of type Data in the job-based XML schema.
[image: image10.jpg]meansize

Standar dDoviation




The XML Data block supports the following data transfer specifications:
Using Size and Units: data of the specified size in the specified units should be transferred immediately from this node, e.g., 800 KBytes
Using meanSize, standardDeviation, Min, Max, Units: the size of the data can be varied according to the specified distribution parameters.

Using Size, Units, atSize, atUnits, Per: data of the specified size should be transferred according to the specified sub-units, e.g., 800 KBytes at 100 KBytes per Hour

Using atSize, atUnits, Per: when Size is not specified, data of size atSize and atUnits should be sent continuously at the Per specification, e.g., 100 KBytes per Hour. 

See the Appendix for enumeration listings of Units and Per.

Important Note: the XMLs never specify connectivity, connection bandwidth or line speed. The model configuration will determine whether the data can be transferred, the path of the transfer across the network, and how long the data takes to get there. The XMLs merely specify the node origin, node destination and size/unit parameters. Node origin/destination is defined by node “type”, and the model will locate which device fits the profile (e.g., closest available device to the sailor running the given application).
This way the XMLs are completely general, and can be used without change for both the Zonal Model, the Simulex Model, the OPNet specification and/or any other integrated component.
Delay: ignore for now
connectTime: represents the time interval for the connection. All  XML “time” elements are of type TimeInterval in the job-based XML schema, and the format of the time interval element is similar to the format of the data element. The XML time interval block supports the following connect specifications:
Using Value and Units: elapsed time of the connection, starting immediately, e.g., 50 Minutes, 1.5 Hours.

Using meanValue, standardDeviation, Min, Max, Units: the length of the connect time can be varied according to the specified distribution parameters.

Using Value, Units, atValue, atUnits, Per: connect time of the specified length should occur according to the specified sub-units. This form of elapsed time specification is very useful for Crew elapsed time during maintenance actions, e.g., 85 Hours at 10 Hours Per Day.

Using atValue, atUnits, Per: when Value is not specified, connect time of length atValue and atUnits should occur continuously at the Per specification, e.g., 2 Hours connect time Per Week.
See the Appendix for enumeration listings of Units and Per.

[image: image11.jpg](e -




APPENDIX
Current enumeration of values for “units” and “per”
	Data “Units” 
	Data “Per”
	Time Value “Units”
	Time Value “Per”

	MBytes, KBytes, Packets
	Second, Minute, Hour, Day, Week, Month, Year
	Milliseconds, Seconds, Minutes, Hours, Days
	Second, Minute, Hour, Day, Week, Month, Year


Sample job-based XMLs, partial XML Documents
Training Activity, partial XML

ApplicationProcessing block represents network utilization component of a 1.5 hour training activity. Crew uses an ISNS Workstation to access the Interactive Electronic Technical Manual (IETM) through the IETM Portal at the Application Server.
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Troubleshooting Activity, partial XML

Troubleshooting action definition includes the MaintenanceEvent element for a two crew workflow (36 man-hours) with equipment details (GTG pump motor) and an ApplicationProcessing element for network utilization specification. The two crew members each  work 6 hours per day for 3 days, utilizing a wireless laptop to access an IETM containing prescribed troubleshooting procedures (including videos). Crew is connected throughout the 18 hours of troubleshooting activity.
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Email Activity, partial XML
EmailServices represent crew reading email using MS Outlook from a wireless laptop over a 15 minute period (with elapsed time variation parameters specified). Action can be interrupted. Data transfer size is specified and OPNet parameters such as HeavyEmail and DatabaseAccess are used to determine node processing.
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Schema for Trigger and Outcome elements of the job-based XML
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